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Abstract

The growing interest in transit operations and advanced public transport system (APTS)
applications result in increased need for transit-oriented evaluation tools, Traffic simulation
models are the primary tool in recent years for evaluation and analysis of traffic planning,
control and design. However, although simulation models can have many advantages for
public transport research, there has not been much effort in the development of transit
simulation models. Most of the research efforts in modelling public transport and APTS
have concentrated on microscopic simulations. The few attempts to use a mesoscopic
simulation that will enable large-scale applications were limited in scope.

The objective of this thesis is to develop a mesoscopic transit simulation model designed to
support evaluation of operations planning and control, especially in the context of APTS.
Examples of potential applications include frequency determination and evaluation of real
time control strategies for schedule maintenance. The transit simulation model has been
completely integrated into the platform of Mezzo, a mesoscopic traffic simulation model.
The developed simulation, Bus Mezzo, represents boarding and alighting processes, dwell
time, passengers left behind, schedule, driving roster, recovery time and trip chaining.

2

The capabilities of Bus Mezzo as an evaluation tool of transit operations and control are
demonstrated through case study. The application included the implementation of holding
control strategies on various scenarios on a real-world high-demand line in the Tel Aviv
metropolitan area.
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Abstract

The growing interest in transit operations and advanced public
transport system (APTS) applications result in increased need for
transit-oriented evaluation tools. Traffic simulation models are the
primary tool in recent years for evaluation and analysis of traffic
planning, control and design. However, although simulation models
can have many advantages for public transport research, there has not
been much effort in the development of transit simulation models.
Most of the research efforts in modelling public transport and APTS
have concentrated on microscopic simulations. The few attempts to
use a mesoscopic simulation that will enable large-scale applications

were limited in scope.

The objective of this thesis is to develop a mesoscopic transit
simulation model designed to support evaluation of operations
planning and control, especially in the context of APTS. Examples of
potential applications include frequency determination and evaluation
of real time control strategies for schedule maintenance. The transit
simulation model has been completely integrated into the platform of
Mezzo, a mesoscopic traffic simulation model. The developed
simulation, BusMezzo, represents boarding and alighting processes,
dwell time, passengers left behind, schedule, driving roster, recovery

time and trip chaining.



The capabilities of BusMezzo as an evaluation tool of transit operations
and control are demonstrated through case study. The application
included the implementation of holding control strategies on various
scenarios on a real-world high-demand line in the Tel Aviv

metropolitan area.
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Notations
Number of alighting passengers from line i at stop j on

trip &
Number of boarding passengers on line i at stop j on trip

k

Arrival rate of passengers at stop j for line i on trip &
Occupancy on line ion arrival at stop j on trip &
Headway, time since the preceding bus (on trip k1) to

trip k on line i stopped at stop

The probability that a passenger on line i will get off the

bus at stop j

Dwell time for line i at stop j on trip &
Dummy variable indicating if the bus stop is on a bay
Dummy variable indicating if the bus stop is fully occupied

Dummy variable indicating if the bus vehicle is crowded
Actual departure time for trip £ by vehicle v

Scheduled departure time for trip &k by vehicle v

Actual arrival time for line i on trip k at stop j

Minimal recovery time between trips

Travel time on link [

Slack size for line i at stop |

Planned headway for line i



Chapter 1: Introduction

Our world is under continuous development and advancement. People
and goods can travel easier and faster and as a result, they travel
more than they ever did. The steady growth in population,
motorization and demand causes great traffic problems, mainly in
large metropolitan areas. Until recently, transport authorities tried to
cope with the increase in demand by increasing the supply, i.e.
expanding the capacity of the transport infrastructures. However, this
approach is not sustainable, because of the negative implications on
the environment (land resources and air quality, in particular) and

quality of life.

Therefore, we witness a shift in trend in recent years towards both a
more efficient utilization of the transport infrastructure and effective
demand management. This trend includes an emphasis on
advancement of pubic transport service. In Israel, for example, 46% of
the 1 billion dollars that were invested in land-transport in 1999 were
spent on public transport (including intercity trains). In 2005 however,
the total investment was doubled and the distribution shifted to 57%
in public transport (NTA, 2006). An important challenge facing
transport policy makers and planners is to design attractive
alternatives to the private car, in terms of door-to-door time,
reliability, and comfort, and at the same time minimize operating
costs. The importance of improved public transport services and
management for the creation of sustainable and efficient transport

systems is well recognized (Schrank and Lomax, 2005).

An important group of tools aimed to maximize the traffic potential of
an existing transport network is Intelligent Transport Systems (ITS).

These tools enable data collection, real-time control strategies and



performance monitoring. ITS are based on various sensing
technologies such as Global Positioning System (GPS) and on
communication systems that send information either to the driver or to
the Transport Management Centre (TMC). ITS includes a wide range of
implementations, among them electronic payment, traveller

information, freeway management and collision avoidance systems.

One of the results of the development of public transport systems is
that they are increasingly complex, incorporating diverse travel modes
and services. The need to integrate and efficiently operate these
systems poses a challenge to planners and operators. As a result,
various Advanced Public Transport Systems (APTS) designed to assist
operators are being developed and implemented. Advanced Public
Transport Systems (APTS) are a subset of ITS, aimed to improve the
level of service and operations of transit networks. APTS are generally
classified into four categories of systems: fleet management, traveller
information, electronic payment, and demand management. An
example of APTS application is wayside transit information systems
based on Automatic Vehicle Location (AVL) systems, which provide
passengers with real-time departure information (FHA and FTA, 2000).
The implementation of AVL systems also supports applications of
various schedule monitoring techniques (such as holding, skipping and
dispatching decisions) and bus priority at traffic signals. The Federal
Transit Administration (FTA, 2000) reports that APTS implementation
increased by over 70% between 1995 and 2000. The intensified
adoption of APTS calls for methods that will represent their operation
and passengers' response to them in order to evaluate them and refine

their design.



There are diverse methods and tools aimed to support public
transport's agencies decisions regarding routes, time tables and
vehicle's schedule. This set includes passengers' surveys, land-use
models, field tests, heuristics, operations research techniques and
computer simulations. As new technologies and applications are
proposed, tools to assist in their development and evaluation prior to
field implementation are needed. However, because of the nature of
public transport systems in general, and with the implementation of
APTS in particular, in terms of size, complexity and dynamics, it is

unrealistic to generate global analytical models.

In the context of general traffic operations, simulation models have
been established as the primary tool for evaluation at the operational
level (e.g. road geometry and traffic control design). Recently, they
have also been extensively used to represent and evaluate various
Intelligent Transport Systems (ITS), while static tools are incapable to
capture their dynamics. In addition, computer simulations offer a
feasible, flexible and attractive tool for planning and analysis transit
systems. Transit simulations give continues perspective on transit
operations, enable to compare various scenarios and represent
complex interactions between the network's components: general
traffic, buses and passengers. Transit simulations may serve several
interests (Meighan et al., 2007): global observation of the network to
check its functioning and design; evaluation and control of dynamic
processes (e.g. transfers synchronization); evaluation of the network
efficiency using various measures for different alternatives (e.g. routes
or frequencies). However, although simulation models can have many
advantages for public transport research, there has not been much

effort in the development of transit simulation models.



Traffic simulations are classified into three classes, according to their
level of detail and aggregation: Macroscopic, Microscopic and
Mesoscopic. Macroscopic models represent traffic at the highest
aggregate level: traffic is based on a flow-density function without
representation of lanes or vehicles. At the other extreme, Microscopic
models represent traffic at the most detailed level: individual vehicles
are represented and their behaviour depends on their interactions with
other vehicles, geometry, lanes assignment etc. As a result of CPU
constraints, there is an inverse proportionality between the level of
details and the possible size of networks under study. A third group of
models exists on this scale, Mesoscopic models, which represent
individual vehicles but avoid detailed modelling of their second-by-

second movement.

A simulator capable of representing public transport system (especially
with APTS applications) requires several, possibly contradicting
properties: On one hand a detailed representation is needed because
of the nature of the application (e.g. passenger boarding process or
bus exclusive lanes), on the other hand it is essential that the
simulation model would be able to represent large scale metropolitan
networks, in order to evaluate the performance of public transport at a
system level. Given the requirements outlined above, mesoscopic
traffic simulation seems the suitable platform for transit operation and
APTS evaluation.

Algers et al. (1997) surveyed 32 micro-simulations model. According
to their findings, most models focus on traffic conditions: queues
dynamics, weaving and the influence of accidents. On the other hand,
only 52% of the micro-simulations model public transport and only

26% produce transit related outputs. While about third-fourths of the



simulations evaluate vehicle detectors and adaptive traffic signals, only
42% represents priority to public transport vehicles and merely 6%
models public transport information. Nevertheless, survey on users'
requirements reveals that after incidents, public transport is the most
important objective to be included in the simulation. In addition, 83%
ranked priority to public transport vehicles as a crucial or important
ITS application to be assessed. The researches concluded that micro-
simulations are not useful for applications in the scale of a city because
of the unnecessary level of details and the lack of transit modelling.
However, it should be noted, that microscopic simulation had been

improved significantly in recent years.

Later on, Boxill and Yu (2000) examined the suitability of several
traffic simulation models to evaluate ITS implementations. The meta-
analysis found that none of the models posses all the requirements of
the application. They found that only few microscopic models simulate
well local influences of APTS applications such as transit signal priority
and HOV lanes. Moreover, none can be effectively used to simulate
large networks. Noticeably, none of the mesoscopic models reviewed
had neither a transit simulation component nor suitability to simulate
ITS.

The objective of this research is to develop a mesoscopic transit
simulation model designed to support evaluation of operations
planning and control, especially in the context of APTS. Examples of
potential applications include frequency determination, evaluation of
real time control strategies for schedule maintenance and restoration
from major disruptions. The development of a transit simulation has
been done within the platform of the mesoscopic traffic simulation
model Mezzo (Burghout 2004).



The thesis outline is as follows: Chapter 2 is a review of the transit
simulations research. Then, Mezzo, the mesoscopic traffic simulator
that is used as a platform for the development of the transit simulator
is briefly described in Chapter 3 as well as the overall structure and
implementation details of the transit simulator. The application of the
transit simulator is demonstrated in chapters 4 and 5 with case study
of real time control strategies on a high-demand transit line in the Tel-
Aviv metropolitan area. Finally, a discussion and concluding remarks

are presented on chapter 6.



Chapter 2: Literature Review

2.1 Introduction

The previous chapter described the growing need for a large-scale
transit simulation and the dynamic and complex nature of current
transit networks. This chapter reviews the relevant literature in the
transit simulation models field. Studies concerning the characteristics
of the main transit mechanisms are described in Section 3.4. In
addition, the literature review for the case study on holding strategies,
which concentrates on various methods to determine the variables of

holding strategies, is presented in section 5.2.

The focus in the following literature review is on transit simulation
design methods and simulation model characteristics and capabilities
rather than the specific transit operational implications. Therefore, this
review focuses on studies that contributed to the transit simulations
body of knowledge and does not cover works that only used a transit

simulation as a design or evaluation tool (e.g. Kim and Rilett, 2005).

There are several possible criteria to classify transit simulation studies:
level of detail, main focus and level of integration. Classification by
level of details will sort studies according to their simulation tool:
microscopic, mesoscopic or macroscopic. Classification based on main
focus will sort it according to the question: what is the main interest of
the simulation model- the demand side (e.g. passenger behaviour) or

the supply side (e.g. driving roster).

It is also useful to distinguish between three integration levels of

transit representation into the traffic simulation as evident in the
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literature (note that not always there is a clear cut). The suggested
classification is as follows:
1. Adjustments: Simulation models that do not represent transit
operations and therefore require external adjustments or
manipulations in order to capture some basic transit-related
operations. These ad-hoc strategies try to overcome the lack of
transit representation.
2. Enhancements: Simulation models that did not represent
transit operation explicitly or modelled it on a basic level of
representation and were enhanced in order to model the specific
transit attributes in the matter research. Most of this researches
code transit-related elements in the Application Programming
Interface (API), outside of the base software.
3. Developments: Simulation models that were developed to
model transit operations or fully integrated transit representation
into the simulation.
As the transit attributes are more integrated into the model, so the
model allows a better representation of the public transport, effective

transit-related outputs and less inclined to human errors.

The literature review regarding transit simulation models is made up of
four parts. Sections 2.2-2.4 reviews adjustment, enhancement and
development transit simulation studies, respectively. Some final

conclusions from the literature review are pointed out in Section 2.5.

2.2 Adjustments

At the lowest level of transit integration, the adjustment approach was
taken in a couple of reviewed studies. These studies used traffic
simulation models that do not represent transit operations and use it

as is with external manipulations.
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Khasnabis et al. (1997) used NETSIM, a general microscopic traffic
simulation model typically used for evaluation of traffic control and
geometric design, to evaluate the effects of several bus signal priority
strategies in a 3 km transit corridor. Although the study focus was on
transit, the NETSIM simulation did not produce any bus-related
measure of effectiveness. Since NETSIM can not represent bus pre-
emption explicitly, the animated graphic was used. Buses were tracked
visually by using the graphic interface, instead of been implemented in
the simulation code, and the pre-emption strategies were implemented

according to the bus track as animated.

Chang et al. (2003) were also interested in comparison of various
transit signal priority strategies. They used INTEGRATION- a
mesoscopic traffic simulation model, which includes a signal priority
feature with vehicle-class sensitivity, but has a limited modelling with
regards to transit operations. This drawback led the authors to use
simplified assumptions, for example: a uniform dwell time at each
stop. The authors chose the adjustment approach to overtake the lack
of real-time conditional priority application in INTEGRATION. They
used the class-based priority mechanisms - firstly, an initial run
identified the buses that were eligible for priority according to their
lateness; secondly, those buses were reclassified as the priority class

vehicle type for an additional simulation execution.

Since this approach requires no development efforts, it is very simple
and easy to implement. However, since it does not represent transit
explicitly, there are no transit passengers, stops, unique vehicles etc.
Therefore, it has a very limited scope of applications, low accuracy and

implication capability.

12



2.3 Enhancements

Enhancements studies were conducted in order to enable specific
applications. The researchers modified or extended existing traffic
simulation model for their purposes. This intermediate approach
includes a wide spectrum of integration levels: from completely
external and separated transit sub-model (API) to internal partial

modifications.

Ding et al. (2001) enhanced some transit features in CORSIM, a
microscopic simulator which can simulate traffic and transit operations
on corridors. They included a dwell time function that depends on the
numbers of boarding and alighting passengers and the headway
between the buses, instead of the default function that draws dwell
time from selected distribution generator. The alighting process was
determined by the stop-to-stop OD time-dependent demand rates
matrix and the current number of on-board passengers. In addition,
they introduced time-point stops and transit vehicle types with
properties as the average service time per boarding and alighting
passenger and velocity-acceleration profile attributes. However, there
was no treatment of the fleet's operations. The authors calibrated the
transit simulator by comparison with data from a segment of a single

bus route in New Jersey.

Other enhancement efforts were aimed to evaluate transit priority
means. Liu et al. (1999) enhanced the microscopic simulation model
DRACULA. The transit modelling did not include the representation of
schedules (arrival and departure times at each stop), where buses
were generated according to the service frequency. Passenger arrival
rate was drawn from a normal distribution with a stop-specific average

value and a fixed variance. The dwell time was a function of the

13



number of boarding passengers only. The authors were interested in
the evaluation of the following transit features: roadside vs. bay stops,
reserved bus lanes vs. guide ways (special ways for guided buses) and
bus signal priority. The test network included two junctions with a bus
service along an artificial corridor and concentrated on the interactions
between vehicles. Although DRACULA includes a learning model for the

route choice, the study assumed fixed route choice and modal split.

As Bus Rapid Transit (BRT) systems gain popularity, Werf (2005)
presented SmartBRT, a microscopic simulation model aimed to
evaluate their performance. The model was developed as an extension
of PARAMICS using its API. The level of transit integration was rather
low since the SmartBRT entities, including bus stops and passengers,
did not interact directly with PARAMICS entities. This created
considerable complications and inaccuracies in transit modelling. For
example, lane restrictions and speed controls were used in order to
force buses (which PARAMICS considered to be ordinary heavy
vehicles) to stop at bus stops. The model has the capability to
represent bus signal priority, fare collection mechanisms and
incorporates a detailed dwell time function. The detailed nature of
SmartBRT is an advantage when considering a single corridor but a

major drawback if a system level analysis is needed.

Another extension of PARAMICS was developed by Cortes et al.
(2007). They developed MISTRANSIT (Microscopic Simulation Transit),
an API using PARAMICS as a simulation platform. In general, the
movement of the buses is run by PARAMICS, while MISTRANIT
operates control strategies and stores transit statistics. Two additional
characteristics were added to transit vehicles compared to general

vehicles: the number and the function of the doors and the vehicle

14



capacity and occupancy. These characteristics are involved in the dwell
time function, as well as the numbers of boarding and alighting
passengers. Most noticeably, passengers are represented individually
with OD pair in terms of stops, arrival time, bus lines sequence and
transference parameters (boarding, alighting and walking), while
passenger assignment is determined externally. The authors
conducted five experimental examples, demonstrating the
MISTRANSIT modelling capabilities: on-line holding strategies,
operation of bus stops nearby traffic signals, bus signal priority,
capacity of bus way with skip-stop operations and interchanges
between various public transport components. All experiments tested

local effects at a single intersection or corridor.

While the aforementioned studies assumed fixed route choice and
mode choice, the two following studies were interested in the long-
term effect of bus priority means. Abdelghany et al. (2006) were
interested in the long-term effects of bus signal priority strategies on
drivers' route choice adjustments and modal shifts. Their approach
was to incorporate bus priority within DYNASMART, an assignment-
simulation model. As a mesoscopic traffic model, DYNASMART
simulates traffic flow by a speed-density relation and represents
individual vehicles. Transit vehicles were generated deterministically
and dwell times were not calculated explicitly, but taken as a fixed
delay on the link capacity. Passengers were generated according to a
given time-dependent OD zone demands. As a demand-focus study,
each passenger was represented individually with its preferences. Each
traveller evaluated four alternatives (private car, one bus line, two bus
lines with one transfer or park & ride with one transfer) using a pre-

specified deterministic cost function.

15



Liu et al. (2006) were also interested in the secondary impacts of
transit priority. They developed a transport planning tool integrated
into DRACULA. The simulation includes supply and demand sub-
models that interact with each other according to a learning algorithm,
where the demand (in terms of drivers' route choice) for each day is
affected by the cost experienced in the preceding day. Therefore, the
simulation includes two loops: external (day-to-day) iterations of the
demand loop and internal (within-day) iterations of the supply loop.
The researchers examined the mid-term affect of a bus lane on the
cars flow in terms of route choice, but did not consider plausible

changes towards buses at the modal split.

This common approach has benefits when we consider specific aspects
of transit operations. It is, of course, less time consuming than
developing a complete comprehensive model. However, its limited
framework is also a drawback, since it ignores or over simplifies transit
operation aspects that are out of its focus. For example, none of the
reviewed enhancement studies treats fleet's operation, assuming that

transit vehicles are always available to dispatch.

2.4 Developments

Transit simulation models that were developed according to a
comprehensive modelling framework stands at the highest end of the
integration range. This classification includes transit simulation models
that were developed independently or were completely integrated into

general traffic simulation models.
Morgan (2002) identified five requirements from an APTS simulator:

transit system representation, transit vehicle movement and

interaction, transit demand representation, APTS representation and

16



measures of effectiveness. These requirements were completely
integrated into MITSIMLab, a microscopic traffic simulation that was
designed specially for the design and evaluation of advanced traffic
management systems (ATMS) and advanced traveller information
system (ATIS) (see Yang and Koutsopoulos, 1996). Morgan used the
general traffic management simulator (TMS) component as a platform
for an enhanced simulator that is capable to evaluate APTS features.
As a microscopic simulation model, the transit vehicle movements and
interactions is represented in great details. The dwell time depends on
the numbers of boarding and alighting passengers. The representation
of trip chaining is limited because of the limitation on network size
feasibility. A case-study for alternative transit signal priority
implementations in a corridor in Stockholm had been conducted in

order to evaluate the overall system time reduction.

One of the main issues in the implementation of transit signal priority
is to predict accurately transit travel time between detection and
arriving at the intersection. Poor predictions on previous studies
caused a poor performance, especially for intersections with near sided
transit stops. Lee et al. (2005) developed a microscopic simulation to
tackle this problem. Vehicle movements were determined by driver
characteristics, lane changing and signal operations, while buses were
assigned to constant moderate characteristics: aggressiveness level,
speed, acceleration and lane changing profile. In order to represent
the stochastic nature of passenger and bus arrivals, the headway and
the passenger arrival rate followed a uniform distribution with no fleet
considerations. The dwell time was a function of the headway and the
passenger arrival rate. The simulation model selected the transit signal

priority plan that resulted in the minimal transit travel time in the

17



prediction model. PARAMICS served as a validation tool on a single

intersection with one-way transit route.

A comprehensive transit modelling framework was designed by
Meignan et. Al (2007). Their multi-agent approach to transit simulation
was aimed to improve the representation of travellers' behaviour. The
public transport systems are made up of three components: people
behaviours, road traffic dynamics and specific bus-network operations,
which include the interactions between the buses, passengers and
road traffic. Respectively, the environment includes pedestrian
network, road network and bus network. The multi-agent approach
considers the roles that each agent plays: Bus plays two roles
simultaneously - vehicle and transport service, while traveller plays
two roles alternately - pedestrian and bus passenger. While the
vehicles' schedules and travellers' routes are pre-determined, their
progression is determined by the inter-action between the three
components of the system. The researchers developed a hybrid traffic
simulation model, where buses and travellers are simulated with a
microscopic approach and all vehicles besides buses are simulated with

a macroscopic approach.

The literature review shows only few studies that developed complete
transit simulation models. Those models allow detailed representation
of local transit operation aspects through microscopic modelling.
However, there is no transit simulation model that enables system-

wide analysis and applications.
2.5 Discussion

Some trends and classifications were described in the above sections

in order to present the body of knowledge in the transit simulation

18



field. Many transit-related simulations were conducted through
manipulations or specific expansions of simulation models that does
not represent transit or by numerical simulations. Those simulations
are useful for specific applications or problems, but lack

comprehensive and complete transit modelling.

Efforts in modelling public transport and APTS have concentrated on
microscopic simulations, as few developed fully-integrated microscopic
transit simulations which appropriate to local effects. However, these
models are not useful for large-scale applications because of the
unnecessary level of details. In contrast, mesoscopic simulation
models, which provide modelling of individual vehicles but avoid
detailed modelling of their movement, may be useful for system-wide
evaluation of transit operations and APTS. As far as we know, there is
no mesoscopic transit simulation model except of the simulation model
that is the subject of this thesis.

The following table summarizes the reviewed researches that used

traffic simulation models to promote the transit simulation field.

Table 2.1: Summary of transit simulation researches

Research Level of details | Main focus Level of
integration

Khasnabis et Microscopic Transit signal Adjustment

al. (1997) (NETSIM) priority strategies

Chang et al. Mesoscopic Transit signal Adjustment

(2003) (INTEGRATION) | priority strategies

Ding et al. Microscopic Passenger service Enhancement

(2001) (CORSIM) mechanisms

Werf (2005) Microscopic Bus Rapid Transit Extension
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(PARAMICS) Systems (SmartBRT)
Liu et al. Microscopic Types of stops and | Enhancement
(1999) (DRACULA) right of ways
Abdelghany et | Mesoscopic Assignment Enhancement
al. (2006) (DYNASMART) | changes due to bus
priority strategies
Cortes et al. Microscopic Passengers' Development
(2007) (PARAMICS) attributes and bus (MISTRANSIT)
service operations
Morgan (2002) | Microscopic APTS applications Development
(MITSIMLab)
Lee et al. Microscopic Transit signal Development
(2005) priority strategies
Liu et al. Microscopic Assignment Enhancement
(2006) (DRACULA) changes due to bus
lane presents
Meignan et al. | Hybrid Multi-agent Development
(2007) approach
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Chapter 3: BusMezzo development

BusMezzo is the name for the transit simulation components that were

developed and integrated into Mezzo, the background platform on
which BusMezzo was designed. Mezzo represents the fundamental
traffic models as: speed-density relations, shockwaves, turning
movement and route choice. These processes are represented through
entities as link, OD pair, node, queue, server, vehicle, turning, traffic
signal, route and speed-density function, among others. The
mesoscopic representation of traffic flow is also used to model the flow
of transit vehicles on links, under slight modifications (obviously,
transit vehicles does not have a route choice process). The
representation of transit operations requires specification of transit-

related models in addition to the general traffic representation.

First, section 3.1 describes in brief the main characteristics of Mezzo.
The development process of BusMezzo started from the development
of a framework for the representation and incorporation of the transit
system components (BusMezzo) integrated within Mezzo, as described
in the following section. Section 3.3 presents the implementation of
the framework in the simulation progression. The characteristics of the
transit model components are described in section 3.4, including
relevant literature review. Section 3.5 presents the required inputs and
available outputs, respectively, and the decisions involved with their

design. Finally, section 3.6 summarizes this chapter.

3.1 Mezzo Simulation

The literature review on Chapter 2 revealed that most research efforts
in the transit simulation field were on microscopic simulations and on
partial adjustments or enhancements. The transit model is developed

on the platform of Mezzo, a mesoscopic traffic simulation developed by
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Burghout (2004). The transit components are completely integrated

into Mezzo.

Mezzo is an event-based simulation model, which incorporates an
iterative dynamic traffic assignment procedure. Mezzo models vehicles
individually, but does not represent lanes explicitly. Links in Mezzo are
divided into two parts (Figure 3.1): a running part, which contains
vehicles that are not delayed by the downstream capacity limit; and a
queuing part, which extends upstream from the end of the link when
capacity is exceeded. Therefore, the queue part at time r holds the
vehicles that their earliest exit time is smaller than ¢. The earliest exit

time is calculated as a function of the density in the running part only.

Running part Queue part

Figure 3.1: The representation of links in Mezzo

Travel times on the running part are determined by the following

speed-density function:

r

Vee If k<k,,

a b
k—k_
V(k): < Vmin +(V'ree_vmjn)' 1_ —mm Ifke[kmin’kmax] (3'1)
kmax - kmin
If k>k,,
I\ Vmin

Where:
V.- Free flow speed (km/h)

k - Density

k.. - Minimum Density where speed is still a function of density
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V_. = Minimum Speed
k... - Maximum Density where speed is still a function of density

a,b - Parameters

This speed-density function promises that the vehicle moves at free
flow speed when the density is lower than a given low threshold and
has a constant minimal speed if the density is above the high

threshold value.

Each connection between links is done through node and is referred as
turning movement, including straight movements. The capacity of
turning movements is represented by queue servers. Vehicles at the
gueue part are taken one by one by the queue server and passed to
the next link if it is not full. Each turning movement includes a
definition of 'queue look back limit" which is the maximum number of
vehicles from the front of the queue that the server checks when
searching for a vehicle that heads to its direction. Turning servers are
modelled stochastically, where independent queue servers for each
turning movement regulate delays in the queue according to a
truncated normal distribution. The parameters of the stochastic turning
movement process are function of the saturation flow rate and the

capacity for the specific movement.

Another issue which is a concern for traffic simulation is the problem of
representing shockwaves. Shockwaves are discontinuities in density,
flow or/and speed. There are six identified prototypes of shockwaves
(frontal stationary, backward forming, forward recovery, rear
stationary, backward recovery, forward forming), of which Mezzo
represents correctly five (excluding 'backward recovery'). The speed of

a shockwave is known to be:
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_ 9494 "4 3.2
T (3.2)

Where:

w,, - Speed of a shockwave that is a boundary between traffic

conditions A and B.

g, - Flow at traffic condition i

k, - Density at traffic condition i

The demand is represented by a time-sliced OD matrix. An additional
input specifies the percentage for each vehicle type out of the vehicle
mix. The interval between vehicle arrivals follows negative exponential
distribution. Vehicles are generated at their origin according to the
independent related OD pairs. When a vehicle is generated, its
destination is pre-determined and its type is set randomly according to

the vehicle mix.

Route choice in Mezzo is based on an iterative dynamic traffic
assignment procedure, shown in Figure 3.2. The procedure uses the
shortest path algorithm to generate new routes, which then results in
new travel times according to the Mezzo simulation. This double loop is
done iteratively and explicitly with a single exponential smoothing
method for the updated historical travel time values. This heuristic

algorithm had been shown to converge in practice.
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Figure 3.2: Iterative dynamic assignment procedure in Mezzo

Pre-trip route choice follows the MNL (Multi-Nomial Logit) function with
a set of known routes and historical link travel times. Mezzo includes
also en-route switching mechanism with an updated travel times and
routes set, also based on the MNL function. According to the MNL
function, the probability that a driver will choose route i is as follows:

eUi(t)

jes

P (t)= (3.3)

P.(t) - The probability to choose route iat given departure time
U,(t)- The utility of route i at given departure time ¢

S - The set of possible routes between an OD pair

The en-route switching model is based on the comparison between the
expected travel time on the alternative shortest route and the
expected travel time on the remainder of the current route, both
considering delays on the network. The probability for each possible

decision results from the MNL model.
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While most traffic simulations are time-based, Mezzo is an event-
based simulation. Time-based simulations are progressed from one
time step to the other, when each equal-size time step calculate all
changes and update the state of all network's components. In
contrast, event-based simulations are progressed from one event to
the other. The simulation determines which changes in the network
are treated as events (in Mezzo for example, among others:
generating vehicle in the origin or terminating in the destination,
turning movements). Events are ordered in an event-list, which in turn
call them as they are in top of the stack. While event-based
simulations may have computational benefits because of fewer steps,

there are computational costs caused by the event-list management.

The input to the Mezzo simulation includes: network description (nodes
links, turning movements, servers and speed-density functions),
routes, link travel times (historical), demand (OD matrix), vehicle mix
and server rates. The simulation calls the master file that refers to all
the required input files. The outputs that results from the Mezzo
simulation are: measures of effectiveness for each link and each time
period (average speed, density, inflow, outflow and queue length), link
travel times (simulated) and vehicle trips (path travel time for each
OD pair and for each vehicle trips). So the output can be summarized

in link, vehicle and OD level.

Mezzo is implemented in a modular manner in C++ code language.
The simulation was built under OOP (Object oriented programming)
approach in order to enable further enhancements and developments.
Each entity in the model (e.g. node, queue, vehicle, OD pair) is
represented as an object with its related variables and functions. The

objects are related via various reciprocal relations (see Appendix A).
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The GUI (Geographical User Interface) uses QT libraries. The GUI (see
Figure 3.3 for an example of snapshot) presents the changes in queue
length and density during the simulation for each link, displayed by the
colour and width of the link. The GUI serves as an observation tool for
the simulation duration. Currently, there is no representation

dedicated to transport movements.

& Mezzo version 0.51

File Edit  Simulation

2.4 IO Y

Figure 3.3: Mezzo GUI screen

It should be noted that Mezzo was designed in order to enable hybrid
microscopic-mesoscopic traffic simulations in cases where there are
different levels of interest along the network. Burghout et al. (2005)
illustrated Mezzo capabilities as a hybrid simulation model. The case
studies included incident conditions and comparison with field data

from a mixed freeway/urban network in Stockholm.
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3.2 BusMezzo framework

The development of BusMezzo, the transit-related components in
Mezzo simulation, requires a framework for their representation and
the way they are integrated into the existing components. A simplified
object model of the general Mezzo simulation is presented in Appendix
A. Following the object-oriented programming approach, each transit
entity is implemented through a unique object (notated by capital
letters). The inclusion of transit-related processes requires six
additional objects (Figure 3.4):

1. BUSTYPE - The prototype of bus vehicle types. Contains the
definitions of bus prototypes and specify their attributes: length,
number of seats and passenger capacity. This object is constant
during the simulation.

2. BUSVEHICLE - Contains all the variables and function related to
a specific bus vehicle. This object inherits the attributes of the
general Vehicle object. In addition it specifies the bus type from
which it inherits bus attributes. Bus vehicles maintain their
driving roster, which allows modelling layover and recovery
times in the trip sequence. During the simulation it also updates
its occupancy and uses the vehicle capacity to determine
crowding levels, and the maximum number of passengers that
may board at each stop.

3. BUSLINE - An object for the bus line service definition. Holds
information on the line such as its origin and destination
terminals, the definition of the line in terms of stops and possible
time point stops (where the departure is subject to policy
constraints). During the simulation run, it maintains a list of
active trips and book the departures for trips on it schedule.

4. BUSTRIP - The object that operates the single bus run.

Maintains the schedule for expected arrival time in each stop for
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the specific trip. It also calculates the departure time from the
origin terminal and books arrival time at bus stops.

5. BUSROUTE - Contains all the variables and function of the bus
route in terms of links. This object inherits from the general
Route object. The route is defined by an ordered list of links.

6. BUSSTOP - An object for the characteristics and operations
involved with bus stop. Holds the link and position on the link
that the stop is located at, the length, type (lane or bay) and
availability of traveller information. It also holds a list of bus
lines that service the stop and the last service time for each. It
calculates the number of boarding, alighting and waiting

passengers. It also calculates the dwell time and book exit time.

A BUSVEHICLE object inherits from the VEHICLE object, which means
that it shares all it variables and functions and has additional unique
variables and functions defined (see Appendix B). Similarly, the
BUSLINE object inherits from the ACTION object, which defined
general procedures for all the objects that invoke the simulation. It
should be noted, that Figure 3.4 presents only additional unique
characteristics. BUSSTOP refers to a single link according to it location,
but each link might has a few bus stops (1:N relationship). The same
relationship stands for BUSLINE and BUSTRIP: each trip follows the
definition of a single bus line service, while each bus line probably has
many trips (or runs) during the simulated period. The figure presents
only three objects from the general Mezzo simulation (VEHCILE,
ACTION and LINK) that has direct conceptual links to BusMezzo
framework. However, BusMezzo and Mezzo are completely integrated
and exercise extensive interactions, as Figure 3.4 presents only the

extended transit objects to be added to the general object model.
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The BUSLINE object has a corresponding BUSROUTE (1:1 relationship)
and maintains a list of trips. It initializes BUSTRIP objects according to
its trip schedule and may have several simultaneously. A single
BUSVEHICLE may serve several BUSTRIPs and is assigned or
generated to each trip based on the driving roster and its availability.
Thus, trip chaining is explicitly modelled. The BUSTRIP object
maintains the route in terms of stops, while the BUSROUTE object
holds the route in terms of links. Of course, these objects are not
static, as the simulation progress they are generated, initialized,
activated, called by other objects, updated, call other objects and
terminated. The simulation progress process is described in the

following section.

VEHICLE ACTION LINK
Has
BUS TYPE BUS LINE BUS STOP
Type ID
Length
Number of seats Line ID Stop ID
Capacitv Required Vehicle type Segment ID
OD pair Position
Schedule by trips Length
List of time point stops Avaliable Length
Holding strategy Bay/Lane
BUS VEHICLE List of active trips Dwell time
List of last arrival
Bus ID from each line
Capacity Waiting passengers
Number of seats
Occupancy Has Has
Driving roster
Current Trip
BUS ROUTE BUS TRIP
A
Follows | Rroute 1D Trip ID
"| List of links Initial Occupancy
Schedule by stops

Assign/Generate

Figure 3.4: Framework for BusMezzo development
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3.3 BusMezzo progress

As mentioned above, Mezzo is an event-based simulation. As such, the
time clock of BusMezzo simulation progress from one event to the next
event according to a list of events, as presented schematically in
Figure 3.4. In the beginning of the simulation, all the objects are
initialized and some of them register an event (e.g. entering a link).
The events are stored in a chronological order and each event
indicated the object type that it refers to. The execution of most
events triggers the booking of a proceeding event. Therefore, one of
the fundamental decisions in the simulation design is which changes in

the system would be treated as events.
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Figure 3.4: Flow Chart of general Mezzo simulation

The flowchart in Figure 3.5 shows the simulation process and the
queries that each event triggers. On initialization of the simulation run,
a list of the bus lines that are being modelled is read and the
corresponding BUSLINE and BUSROUTE objects are created, as well as
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the BUSTYPE objects. For each bus line scheduled departure times and

vehicle assignments are defined.

In the main simulation loop, transit-related events are handled the
same way as the other types of events. Initially, an event is registered
in the event list for the next departure for each line and a BUSTRIP
object is generated. When such event is activated, the simulation
checks if the assigned vehicle is available at the scheduled dispatching
time and as a result if the dispatching is on-time. The answer to this
query may result in several events: if the assigned vehicle is not yet
on service (which means that this trip is the first on its driving roster)
- then a BUSVEHICLE object has to be generated and inherits the
properties of the specified BUSTYPE; if it is the first trip on this bus
line, then it has to be activated; once the bus vehicle is available and a
BUSVEHICLE object is assighed to the trip, two events are added to

the list of events- entering the link and activating the bus trip.
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Figure 3.5: Flow Chart of the transit simulation process
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When the bus enters a link on its route, it checks whether there is a
bus stop it services on this link or not: if there are no stops on this
link, then BusMezzo calculates the link exit time and books it. Link
travel times are calculated based on traffic conditions as for all
vehicles in Mezzo; if there is a stop on this link, then BusMezzo
calculates the travel time till the stop and books an event for the stop
entry time. The driving time to the stop is a proportion of the link
travel time, depending on the location of the stop. Once the bus enters
a stop, the simulation calculates the dwell time, checks if any control
strategy is implemented and according to the outcomes of those
queries, books an event for the stop exit time. When the bus exits the
stop, similarly to the event of entering a link, BusMezzo checks if there
are any more stops on this link and calculates its driving time to the
next stop or to the end of the link based on the current traffic
conditions and on the distance to the next stop or the end of the link.
An event to enter the next stop or to exit the link is registered. Finally,
when the bus arrives at the end of its route, BusMezzo queries if there
are additional trips for this bus line and bus vehicle: if the answer is
positive, then the next trip is activated and progressed; if this was the
last trip for this line or for this vehicle, then the line or vehicle are

terminated, respectively.

In summary, the following will be regarded as events by BusMezzo
(followed by the name of the object that provokes it):

= Entering or exiting a link (LINK)

= Generating or terminating a vehicle (BUSVEHICLE)

» Starting or ending line service (BUSLINE)

» Starting or ending a trip (BUSTRIP)

= Entering or exiting a stop (BUSSTOP)
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Each event triggers some queries and usually involves the booking of

other event.

The main simulation loop was designed to enable the implementation
of control strategies, which requires an additional phase. As shown in
Figure 3.6, the initializing process includes the initialization of control
parameters. Each object that is a potential subject for control strategy
is indicated by a flag. Every time that that the simulation executes an
event, it is followed by two consecutive queries: Checking whether a
control strategy is defined for this event (in other words, if there is a
flag for the relevant object); and if so, evaluating the control logic (is
the criteria satisfied?) to determine the appropriate action. For
example, if holding control is in place, then for every bus that enters a
stop, the simulation checks two things: first, whether the bus stop is a
time point stop and if it is, for how long the bus should be held, if at

all.
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Figure 3.6: Flow Chart of the control process in the simulation
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3.4 Transit mechanisms specification

The general structure of BusMezzo and the simulation process were
presented in the preceding sections. The following section describes in
detail the transit mechanisms represented by BusMezzo. The additional
transit simulation components were designed to include detailed
representation of the operations of public transport. Elements of the
behaviour of these vehicles that are modelled include generation of
vehicles based on schedules, chaining of trips, behaviour at stops and
a detailed representation of passenger demand at the various stops.
Every transit planning or analysis tool has to assume some
characteristics (function, distribution) on the transit service
mechanisms: boarding and alighting processes, dwell time, running

times, departure and delay times, layover and recovery times.

The basic attributes of transit operations as travel time, dwell time,
boarding and alighting processes and recovery time are crucial for any
model that intends to represent transit operations. These assumptions
are in the core of every model because they dictate the demand and
supply representation and also the measures of service (e.g.
passenger waiting times (Bowman and Turnquist, 1981)). The number
of assumptions tends to grow as the transit representation is more
local in nature and less comprehensive. For example, a transit
simulation that represents a single corridor or several intersections can
not represent trip chaining and therefore has to generate bus vehicles
in the origin according to an assumed distribution. The common
assumptions about the nature of core transit mechanisms are reviewed
in the following section. The transit simulation model includes four
main components: passenger behaviour, dwell time, travel time and

trip chaining. The literature review of relevant findings and
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assumptions regarding each component is followed by its specification

in BusMezzo simulation.

3.4.1 Passengers' behaviour
Every transit simulation must include some representation of the

passengers — the demand side of the public transport system. There is
a wide range of possible demand representation levels. At the most
aggregate level, the passenger behaviour can be set to be constant in
all cases. An enhanced model will include a vector of values that varies
by one variable (bus stops, bus lines or time periods), or a matrix that
varies with several variables. These levels of representation treat
passengers in terms of flows and rates, while simulation models that
focus on the representation of the demand side include passenger
objects so that each passenger is simulated individually. The inclusion
of passenger objects enables to represent individual attributes and

preferences as modal choice, transfers and stop selection.

The transit simulation model reported in this thesis is transit
operations oriented and therefore focuses more on the supply side
than on the demand side. Passenger demand, which determines the
alighting, boarding and crowding levels, is represented by two
components: the demand to get on and the demand to get off each
bus at each stop. BusMezzo represents demand in the most detailed
level possible in the aggregate scope - a matrix of time-specific arrival
rate and alighting fraction in a given bus stop for a given bus line. This
level of representation has to follow some assumptions regarding the

boarding and alighting distributions.

Several studies in the 80's changed the convention that passenger

arrive randomly in all cases. Bowman and Turnquist (1981) showed
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that passenger arrival behaviour changes with the service
characteristics: passengers arrived randomly for short headway
services and followed a right- skewed distribution when headways are
long. Moreover, passenger arrival was found to be very sensitive to
schedule adherence, much more than it did for service frequency.
Abkowitz and Tozzi (1987) showed that empirical data indicated that
for headways over ten minutes, passengers waited less then what is
expected if they were to follow random arrival process. Seneviratne
(1988,1990) also assumed a disaggregate approach that implies that
the numbers of boarding and alighting passengers assumed to follow
normal distribution at high-density stops and Poisson distribution in
low-density stops. In his earlier study, chi-square tests suggested that
gamma distribution fits the data better, while the empirical study on
his late study reinforced his assumptions. Those results fit the intuition
that passengers arrive randomly when the service is frequent and

tends to follow the schedule as the headways are longer.

Another study that suggested that passenger behaviour is not simply
random was conducted by Guenther and Sinha (1983). The
researchers tested the hypothesis that the passengers boarding and
alighting rates at each stop follows the Poisson distribution. This
hypothesis was rejected by field observations that showed that the
Poisson distribution underestimated the extremity cases: stops with a
large number of passengers and stops with no boarding and alighting.
On the other hand, the negative binomial distribution projected well
the number of boarding and alighting passengers. A contradicting later
study by Rajbhandari, Chien & Daniel (2003) concluded that the
numbers of boarding passengers and alighting passengers matched

Poisson distribution. The numbers of boarding and alighting
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passengers is a vital component by itself, but they are also variables to

the dwell time function.

Implementation

Although there are some conflicting results, it can be concluded that
passenger arrival tends to follow right skewed distributions. As Table
4.1 indicates, most studies that assumed distributions used the
Poisson distribution to describe passenger arrival and Binomial for
passenger alighting process. Therefore, it is assumed that passenger
arrivals at the stops follows a Poisson process, where the arrival rate
describes the average number of occurrences per time unit, in this
case- the number of passengers that arrives in a specific bus stop for a

specific bus line during the headway from the preceding bus:

B, ~ Poisson(4, -h,) (3.4)
Where:

B, - Number of boarding passengers on line i at stop j on trip &
A; - Arrival rate of passengers at stop j for line i on trip &

h, - Headway, time since the preceding bus (on trip k-1) to trip &

on line i stopped at stop

The alighting of passengers is modelled as a fraction of the passengers
on-board the bus entering the stop. The number of passengers
alighting is assumed to follow a Binomial distribution with alighting
probabilities, the probability that each passenger will alight, that are
stop and line specific. In other words, the alighting fraction describes
the average portion of the passengers that will choose to go down
from this bus line at this bus stop. Therefore, we can describe the
alighting process as a Bernoulli trial for each one of the passengers on

board, with each one having the probability of p, which equals to the
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alighting fraction. Of course, a series of Bernoulli trials follows the
binomial distribution, therefore:

Ay ~ B(Oy, Fy) (3.5)
Where:

A, - Number of alighting passengers from line i at stop j on trip

0

« - Occupancy on line ion arrival at stop j on trip &

P. - The probability that a passenger on line i will get off the bus at

iy

stop j

Passenger behaviour is stochastic in nature — not in any given trip the
same number of passengers will board or alight - the simulator was
designed to generate random numbers according to various
distributions. The most straightforward way to generate random
numbers from a Poisson distribution is to take advantage of the
relations with the negative exponential distribution. The negative
exponential distribution with the same parameter (arrival rate)
describes the time gaps between sequential passenger's arrivals.
Therefore, we can sum up time gaps (created from a negative
exponential generator based on the inverse transform method) until
we reach the required time period. The disadvantage of this method is
that the number of calls for the random generator is with linear
relation with the number of passengers. Since this number could be
easily in the dozens, it seems an expensive computational effort.
Instead, the simulation generates Poisson random variables according
to the inverse transformation method, with the arrival rate pre-
calculated to match the headway. Similarly, the binomial random
generator is also based on the inverse transformation method (and not

on multi-calls to a Bernoulli random generator).
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3.4.2 Dwell time

Transit trip time is made up of two components: travel time and time
spent at stops, also known as dwell time. Dwell time includes the time
till the doors are open, boarding and alighting time, the time till the
doors are closed and the time to get off the stop and re-enter the
traffic. Based on a field surveys that were conducted in several U.S.
cities, Levinson (1983) concluded that dwell times contribute 9 to 26
percents of the total travel time, while 12 to 26 percents is spent in
traffic delays. The importance of dwell time to transit operation led to
intensive research about its factors. Many dwell time studies used
regression models to estimate the independent variables. The
following presents suggested dwell time functions and their

assumptions regarding boarding and alighting processes.

The first efforts concentrated on identifying the independent variables
of the dwell time function. Kraft and Bergen (1974) used the method
of least squares to check the effects of various variables and found
that the dwell time per passenger changed with the time of day, types
of service, vehicle and passenger and method of fare collection. In a
continuous study, Kraft and Deutschman (1977) hypothesized, based
on the queuing theory, that the passenger service time distribution
follows the Erlang function. A validation test did not reject the
hypothesis and concluded that the parameters of the distribution are
the number of doors on the vehicle, the average service time and the
minimum service time. Deuker et al. (2004) preformed regression
analysis on a very large sample of observations, collected via AVL and
APC (Automatic Passenger Counters) systems. The numbers of
boarding and alighting passengers were the most significant factors, in

addition to early (or late) arrival, time of day and type of route.
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Other studies tried to estimate the dwell time function form. Levinson
(1983) estimated the dwell time by using the following formula:

DT, =, +a, (A, +By) (3.6)
Where:

DT, - Dwell time for line i at stop j on trip
«,, o, - Parameters

This formula indicates that each passenger, whether boarding or

alighting, requires the same service time.

In contradiction, Guenther and Sinha (1983) found that total dwell
time per stop follows the law of diminishing returns, meaning that as
the number of passengers at a stop increase the total dwell time
increases but the time per passenger decreases. A regression analysis
found this relation to be:

DT,

ijk

= (o, —at, [In(A,, + B, (A

[

ijk+B[jk) (3'7)

However, the variation of dwell time depends significantly on other

factors as well, as the relatively low value of R* suggests (R>*=0.36).

The preceding formulas do not distinguish between boarding and
alighting processes. Lin and Wilson (1992) developed dwell time
functions for light rail trains based on the data from MBTA
(Massachusetts Bay Transportation Authority) green line in Boston.
Each light rail vehicle has a number of doors so the dwell time of a
single vehicle is determined by the door with the longest dwell time:

DT}, = max(DTy) (3.8)

Where:

DT, - Dwell time for door w

w - Number of doors per light rail vehicle
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Similarly, if the LRT is made up of several cars then the total dwell
time is the maximum dwell time of individual cars. The researchers
added the effect of crowdedness caused by the interaction between
boarding passengers, alighting passengers and passengers on board to
the direct effects of boarding and alighting passengers. Their
suggested dwell time (per door) function is of the form:

DT, =0, +a,A, +a,By, +a, (A, -Cj + B, -Cy) (3.9)
Where:

C;‘k - Number of alighting standees on the bus
C; - Number of boarding standees on the bus

This model is based on the assumptions that boarding and alighting
rates decrease as the crowdedness factor increases and that the
crowdedness factor effects both rates identically. Results of linear
regression models showed that models that did not include terms
representing passenger crowding had poor goodness of fit measures,
while the suggested model had R*=0.62. In addition, the effect of
crowding seems likely to be nonlinear so that the marginal delay
increases with the number of standees. Following this study, Poung
(2000) performed least squares regression for the dwell time on the
MBTA red line. The analysis resulted in a linear effects for boarding
and alighting passengers and nonlinear crowding effect (R*=0.89):

DT, +0o, (B, -Cj) (3.10)

g =0t aZA’jk +a,B,

ijk
Interestingly, the nonlinear contribution of the passenger load involves
only the boarding process, so the marginal boarding time increases as
the number of standees does. It was also found that the crowding

factor explains 90% of the dwell time variation.

An additional study by Rajbhandari, Chien & Daniel (2003) examined

four regression models based on the numbers of boarding and
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alighting passengers and the number of standees. The estimated
parameters indicated that a boarding passenger contributes to the
dwell time more than an alighting passenger. In addition, the model
that included the number of standees (similar to equation 3.9) was
found inferior to the simple nonlinear model:

=, (A, +B,)" (3.11)

ijk ij

DT,
The dwell time per stop and the service time per passenger were found
to follow log-normal distribution. In addition, time of day and service

type had no significant impact on the dwell time.

As a comprehensive transit operations manual, the Transit Capacity
and Quality of Service Manual (TCRP, 2003) presents a method to
calculate the dwell time. Its method is based on the dwell time at the
highest volume door and the proportions of boarding and alighting
processes through the bus doors. The dwell time per boarding
passenger depends on the fare payment procedure and present of
standees, while the time per alighting passenger is different for the
front door and the rear door. According to the manual, dwell times
follow the normal distribution and the coefficient of variation of dwell
times is in the range of 0.6 to 0.8. When the bus stop is out of traffic
(in a bay) there is also re-entry delay - the time to find a suitable gap
and re-enter the traffic. This additional delay is estimated as a function
of the mixed traffic volume in the adjacent lane. Similarly, Ceder
(2007) concluded from previous works that the accepted dwell time
function follows a linear model with a differentiation between single-
door vehicles and double-door vehicles. The dwell time function for
single-door vehicles:

DT, = { o +a,A, +ouB,, if A, >00r B, >0

0 if A, =B, =0 (3.12)

4
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While the function for double-door vehicles assumes, unlike the
TCQSM (TCRP, 2003), that passengers board only from the front door
and alight only from the rear door:
Dlek = o +max(0(2Aijk,a3Bijk)

{ 0 (3.13)
Ceder also summarized the commonly used values of the parameters:
dead time per stop (constant), boarding and alighting times per

passenger as function of fare payment and baggage.

Implementation

BusMezzo is designed to allow the flexibility to specify a wide range of
dwell time functions. In the current implementation, the dwell time
function was based on the Transit Capacity and Quality of Service
Manual (TCRP, 2003), which used the number of passengers boarding,
passengers alighting and the crowding on the bus as explanatory
variables. The dwell time is determined by the highest volume door
and the proportions of boarding and alighting processes through the
bus doors. In addition, the function differentiated between stops that
are placed in-lane and those that use a bus bay. An in-lane stop
causes delays to the general traffic, but the dwell time is longer with
bus bays due to the time needed for the bus to find a suitable gap in
traffic in order to re-enter the lane when exiting the stop.
Furthermore, the function assumed that when there is no space left at
the stop, buses alight and board passengers out of the stop and dwell

times increase. The resulting dwell time function is given by:

DTy, = B+ max(PT;;™ , PT")+ B, 6] + B, 6" (3.14)
Where:
PT,; - Total passenger service time on door x
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oY = 1 Bus stop is on a bay

j
0 Otherwise

o' = { 1 Bus stop is fully occupied
0 Otherwise

B, B, B - Dwell time function parameters

The main component, the total passenger service time, is demand-

dependent and is determined as follows:

P T;,imm = Dot 'A’jk Ta, 'Bijk E 'é:;/:Wded 'B;jk (3. 1 5)
Pszjrkear :a'4'(1_pﬁ-om)'Avjk (3.16)
Where:
P froms - The fraction that alight from the front door
652”””"6% { 1 Bus vehicle is crowded (50 passengers)

0 Otherwise
a,a,,a, - Passenger service time parameters

In summary, the current implementation calculates the dwell time as
function of:

= Number of boarding passengers

= Number of alighting passengers

= Distribution of alighting passengers between vehicle's doors

» Crowdedness factor

= Type of stop

= Stopping space availability

3.4.3 Travel time
The majority of transit trip time is the driving time between stops. Bus
travel times depend on various variables: distance, congestion, traffic

signals, crossing intersections, lane changing and driver
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characteristics. But in addition to the variables that affect every
vehicle, the urban bus is subject to special driving regime due to its
need to decelerate, stop and accelerate every few hundreds of meters.
As the transit service has a more segregate right of way (e.g. transit
lane, transit way, underground), the travel time variability decreases
and the service reliability increases. Taylor (1982) analyzed competing
bus and metro travel time data. A Chi-square and Kolmogorov-
Smirnov tests suggested that bus travel time followed normal
distribution, while metro run time was represented by a log-normal

distribution.

A number of studies examined the relations between running times,
headway variation, arrival times, delays and passenger waiting times.
Abkowitz and Tozzi (1987) identified in their review three chronological
research methodologies in this field: analytical approaches, empirical
analysis and the rise of simulation models (that started to develop at
the time). Many of the reviewed works called for simulation models
that allow expanding the problem complexity and improving the
representation of various bus characteristics. According to the study,
analytical approaches failed to model headway variation, but
regression analysis on empirical data suggested that headway
variation tends to propagate at stops downstream the route with a
non-linear relation between headway variation and running time
variation. Regression models estimated the mean running time mainly
as function of distance, boarding and alighting passengers and number
of signalized intersection, while the variation of running time was
estimated by a linear regression model as a function of the mean

running time.
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Strathman et al. (1999) studied the variation of service reliability with
data from the bus system in Portland, Oregon. An analysis of the data
indicated that headway variation is positively correlated with running
times, while both of them are negatively correlated with on-time
performance. In addition, the distributions of arrivals and delays had a
log-normal form, while the headway distribution had a symmetric
distribution that represents the bus-bunching phenomenon. Those
results are in agreement with Dessouky et al. (1999) finding that most
past studies, both theoretical and empirical, used positive skewed
distributions as lognormal, gamma or Gumbel to describe arrival time
and travel time (which means that buses are expected to be behind
schedule more than ahead of it). They also found through an empirical
analysis that there is a negative correlation for long-headway bus lines
between lateness at the start of the segment and delay in the end of
the segment. This tendency to catch up with schedule is counter to the
positive correlation that exists for short-headway bus lines because of
additional boarding passengers, which contributes to the bunching

phenomenon.

Implementation

As is evident in Table 3.1, all the reviewed researchers found that bus
arrivals and travel times tends to follow right skewed distributions,
usually Lognormal. However, when it comes to studies that only used
assumptions regarding travel time distribution, Normal, Gamma and
Lognormal were equally used. BusMezzo allows flexibility in
determining travel time variability. In case that detailed background
traffic data (OD matrix) is not available or not important for the
evaluated application, it is possible to generate travel times according
to a pre-determined distribution. This method saves data collection

and computational efforts and time, when appropriate. In addition, it is
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possible to determine different variability parameters for different

levels of segregated right of ways (e.g. lower variability for bus ways).

3.4.4 Trip chaining
In addition to the published service schedule, there is a schedule at

the bus vehicle level, which is used by the bus company and the
drivers for operation and logistics. Each vehicle and driver has a daily
schedule with a list of the trips to be done, also known as driving
roster. Layover time is aimed to serve as a buffer between successive
parts of the ride, in order to avoid the propagation of delay along the
route. There are three methods to allocate the layover time: spread
along the line, concentrated in the end of the trip (at the terminal) or a
combination (TCRP, 2000). Recovery time allows the service to recover
from a delay in the previous trip in order to departure on time from
the terminal on the next trip. Alternatively, it allows the driver to rest
between successive trips. The representation of trip chaining enables
the simulation to capture the dependence between successive trips, an

important operational issue.

There are several methods to determine the size of the layover and
recovery time. The objective of all the methods is to balance between
two contradicting goals: high dispatching reliability which requires long
recovery and layover time and high efficiency which requires the
smallest possible margins between chained trips. Strathman et al.
(2002) mentioned three common criterions for the duration of the
recovery time: (1) Levinson's optimal recovery time - the difference
between the mean or the median and the 95 percentile running time;
(2) according to the operator contract; (3) the rule of thumb - 18% of
the median running time. The authors preformed regression analysis

which suggested that transit operator accounts for 17% of the
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variation in running times, for example - by unexplained late

dispatching.

Implementation

The Vehicle class in MEZZO generates and eliminates vehicles
according to an OD demand matrix. Buses, however, should be
eliminated only when their chain of trips is completed (deadheads
should be inserted in the input file as any other trip with an OD pair
and no intermediate stops.). If all trips were to follow the schedule
perfectly — there was no benefit in simulating trip chains. Since traffic
is stochastic sometimes buses arrives late at their destination and
start late their chained trip. Moreover, there is always some necessary
recovery time. Dispatching time is calculated as the later between the

scheduled dispatching time and the time the bus vehicle is available to

depart:

ET, =max (ST, , AT, +RT,,)+&, (3.17)
Where:

ET, - Actual dispatching time for trip k£ by vehicle v

ST, - Scheduled dispatching time for trip £ by vehicle v

AT, - Arrival time at the departure stop from previous trip

RT,. - Minimal recovery time between trips

e, - An error terms that follows lognormal distribution

3.4.5 Summary
This section reviewed the characteristics of the core transit

mechanisms in BusMezzo: passenger demand, the couple of service
time components: dwell time and travel time and trip chaining.

Although there are many conflicting results regarding characteristics of
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the various bus mechanisms, a few conclusions can be drawn. The
dwell time function is determined by the door with the longest service
time and the service time is a function of passenger demand: the
number of boarding and alighting passengers. Moreover, passenger
and bus arrival tends to follow right skewed distributions. Table 3.1
summarizes the distributions of bus mechanisms that were assumed or
found in the reviewed researches. Note that most studies that
assumed distributions used the Poisson distribution to describe
passenger arrival, Binomial alighting and Gamma for passenger service
time. The trend is less clear on the bus travel related processes, where

Normal, Gamma and Lognormal were equally used.

Table 3.1: Summary of assumed or found distributions

regarding bus mechanisms

Research

Passenger-related

processes

Bus travel- related

processes

Liu et al. (1999)

boarding ~ Normal

Cortes et al.
(2007)

boarding ~ Uniform

arrival ~ Uniform

Morgan (2002)

boarding ~ Poisson,

alighting ~ Binomial

Lee et al. (2005)

boarding ~ Uniform

headway ~

Uniform

Kraft and
Deutschman
(1977)

passenger service time ~

Erlang

Bowman and
Turnquist (1981)

boarding for short-
headways ~ Uniform/ for
long-headways ~ right

skewed distribution
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Guenther and
Sinha (1983)

boarding, alighting ~

Binomial

Seneviratne

boarding, alighting in

(1988,1990) high-demand stops ~
Normal/ in low-demand
stops ~ Poisson

Rajbhandari, boarding, alighting ~

Chien & Daniel Poisson; Dwell time,

(2003) passenger service time ~

Lognhormal;

TCQSM (2003)

dwell time ~ Normal

Taylor (1982)

bus travel time ~
Normal; metro
travel time ~

Lognhormal

Dessouky et al.
(1999)

travel time, arrival
time ~

Lognormal/Gamma

Strathman et al.
(1999)

arrival time, delay

~ Lognormal

Turnquist and
Blume (1980)

boarding ~ Random

Vandebona and
Richardson (1986)

dispatching ~

truncated normal

Senevirante
(1990)

boarding, alighting in
high-demand stops ~
Normal/ in low-demand
stops ~ Poisson;
passenger service time ~

Gamma

travel time ~

Normal,
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A | Wirasinghe and Liu travel time,

(1995) departure time ~
Gamma
A | Liu & Wirasinghe boarding ~ compound travel time,
(2001) Poisson; alighting ~ dispatching ~
Binomial; Passenger Gamma,

service time ~ Gamma

A | Fu and Yang boarding ~ Poisson travel time ~
(2002) Normal
A | Dessouky et al. boarding ~ Poisson; Travel time ~
(2003) passenger service time ~ | Lognormal
Gamma

* 'A' stands for assumed distribution and 'F' stands for found

distribution

The approach in BusMezzo model specification, was to allow maximum
flexibility and modularity, while using the most accepted and reasoned
characteristics found in the literature. Passenger arrival follows the
Poisson process, while the number of alighting passengers is subject to
Binomial process. The dwell time function is based on the TCRP (2003)
guidelines and depends on the number of boarding and alighting
passengers in each door, crowdedness factor, type of stop and
available space at stop. Travel time depends on the traffic conditions,
but it can also vary according to a Lognormal distribution. Trip
chaining includes the definition of layover and recovery times. All

these elements where integrated into BusMezzo as described above.
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3.5 Input and Output
BusMezzo simulation, like all models, requires a set of input data and
generates output data. Since BusMezzo is a stochastic simulation
model, different runs with the same input data will generate different
output results. Section 3.1 mentioned the inputs required by the
general Mezzo program. In addition, BusMezzo requires transit-related
data in order to simulate the public transport system. This input can
be classified into four categories:
1. Routes - Each bus line has a unique route in terms of links
sequence and in terms of stops sequence. The route in terms of
links is stored in BUSROUTE object, while the route in terms of
stops is stored in BUSLINE object.
2. Time tables - There are two complementary time tables involved
in bus operations: service schedule and driving roster. Firstly, the
service schedule is published to the passengers and presents the
expected arrival time for each bus trip in each bus stop. Each
BUSTRIP object contains the scheduled times for the stops along its
route. Secondly, the driving roster is used by the operator to
allocate vehicles and drivers to bus trips. The BUSVEHICLE objects
store it sequence of trips and scheduled departure times.
3. Demand - The demand matrix is line and stops specific. Each
BUSSTOP object holds for each passing line its passenger arrival
rate (hourly flow) and alighting fraction (percentage).
4. Characteristics - Bus vehicles and bus stops have special
characteristics that influence transit operations. Most important, the
location of bus stops is defined by the link on which it is placed and
the absolute distance from the origin node. In addition, the bus
stop length is specified as well as the stop type (in-lane or bay). All
these details are stored in the BUSSTOP object. The input files

should also define the vehicle type prototypes (e.g. minibus,
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suburban, articulated). Each BUSTYPE object definition includes the
vehicle length, number of seats and maximum capacity. Then, the

input specifies the vehicle type for each BUSVEHICLE.

The input text files were designed to have the most direct and clear
format. The main design principle was to balance between maximum
modularity and flexibility, on one hand, and minimal possible
repetitions and encumbrance, on the other hand. Table 3.2
summarized the input according to BusMezzo objects. Further details

on the input files format are available on Appendix D.

Table 3.2: Main input required for BusMEZZO objects

Object Required input

BUSLINE = List of stops

BUSTRIP = Scheduled arrival time per stop
BUSSTOP = Passenger arrival rate per line

= Alighting fraction per line
» Location: link and position

= Stop length

= Stop type
BUSROUTE » List of links
BUSVEHICLE » List of trips
BUSTYPE = Vehicle length

= Number of seats

= Maximum capacity

BusMezzo generates detailed output on transit operation, in addition to
the general traffic output generated by Mezzo simulation. The
simulation is desighed to generate output record every time a bus

exits a bus stop. Every bus visit record includes the following basic

57




data: line ID, trip ID, vehicle ID, stop ID, arrival time, scheduled time,
delay, dwell time, exit time, headway at arrival, headway at departure,
boarding passengers, alighting passengers, occupancy, passengers left
behind. Additional possible outputs includes absolute deviation from
schedule and binary indicators (according to the defined criterion) as:
on-time performance, was the control activated?, is it over-crowded
(binary), was it bunched? The text output file can be copied directly to

any data analysis software as Microsoft Excel or MATLAB.

Because of the stochastic nature of BusMezzo, it is necessary to find
the average of several simulation repetitions, in order to evaluate each
executed scenario. Crude outputs are at stop level statistics.
Aggregations at the level of the trip, the vehicle or the line, such as
schedule adherence, headway and passenger wait time distributions,
load profiles, time-space diagram and other level of service measures
are also computed. These transit operational measures are aggregated
also in system level to enable the evaluation and comparison of

scenarios and strategies.

3.6 Summary

The development of BusMezzo, a mesoscopic transit simulation model,
had been described. The transit modelling framework includes six
transit objects with unique characteristics and functionality. These
objects are completely integrated into Mezzo by inheritance and
numerous interactions and links. BusMezzo simulation initializes each
object according to the input and progresses via calls to a list of
booked events. Each event triggers the relevant queries, execute some
transit operations (e.g. board and alight passengers or dispatch bus
vehicle), books consecutive event and generate output record if

required. Control decision making is implemented according to pre-
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determined criteria that is checked every time that the relevant event

is executed.

Every transit planning or analysis tool has to assume some
characteristics on the fundamental transit operations mechanisms:
passengers' behaviour, dwell time, travel time and trip chaining.
Following literature review about the characteristics of each model
component, the common attributes were implemented in BusMezzo in
modular design. The comprehensive modelling approach intends to
develop a simulation tool that enables the evaluation of various transit
operations, including APTS, for system-wide applications. BusMezzo

capabilities are examined in the following chapter.
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Chapter 4: Demonstration

In this chapter the capabilities of BusMezzo simulation will be
demonstrated via its application to a real-world bus line. The
demonstration is aimed to test the various model components that
were described in the preceding chapter and to present the scope of
outputs in terms of level of aggregation. First, the examined route and
scenarios are described, followed by the simulated distribution of
different bus mechanisms. Afterward, the dynamics of service
measures along the route are demonstrated, followed by the
comparison of system-level measures for various scenarios and a

summary.

4.1 Route description

In order to demonstrate its capabilities, the transit simulator is applied
to a case study to evaluate the operations of line 51 in the Tel Aviv
metropolitan area in Israel. The line route and demand profiles for the
inbound and outbound directions are shown in Figure 4.1 and Figure
4.2, respectively. Note that the left side scale refers to the number of
boarding and alighting passengers, while the right side scale refers to
the occupancy. This high demand urban line connects a dense satellite
residential city to the CBD. Its 14 kilometres long route follows a
heavily congested urban arterial. As shown schematically in the
figures, buses on this route travel about 65% of the distance on a
dedicated bus lane, 12% on a completely separate bus way and the
remaining 23%, mostly at both ends of the route, on standard streets
shared with other traffic. The line includes 30 stops in the inbound
direction and 33 in the outbound direction. The peak period frequency
is about 8 minutes and the average running time is 49 minutes

inbound and 41 minutes outbound.
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Figure 4.1: Schematic route and demand profile for inbound line 51
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Figure 4.2: Schematic route and demand profile for outbound line 51

The evaluation experiment included study of the impact of two factors
on the line performance: the passenger demand and travel time

variability. Table 4.1 summarizes the values of these factors. Values
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are based on those found in literature (Taylor 1982, Fu and Yang
2002, Dessouky et al. 2003) for different segregation levels. Nine
different scenarios, one for each possible combination of factor values
were run. For each scenario 10 simulation runs were conducted for a
four hour period between 6AM and 10AM. The peak-hour demand was
generalised for the entire simulation duration. The execution time for a
single run was about 45 seconds, and so the 90 runs took about 67

minutes to complete.

Table 4.1: Factors and their levels in the demonstration

Factor Levels

Passenger demand 80%, 100%, 120% of observed demand profile

Travel time variability | 80%, 100%, 120% of mean travel time

Running times between stops were assumed to follow lognhormal

distributions, with means that equal the scheduled times:

T, =T, o + LOSN (T, =T, 1.7 T) (4.1)
Where:

T, - Travel time on link /

T - Minimal travel time on link/ according to free flow speed
f - Average travel time on link [ according to the operator

r Ratio, determined by the travel time variability scenario

The dwell time functions were based on recommendations in the
Transit Capacity and Quality of Service Manual (TCRP, 2003), which
assumes that passengers' arrivals follow a Poisson distribution and the
alighting process has a binomial form (as described in Chapter 3). At
both trip ends, recovery times were calculated based on the 85

percentile of the trip travel times. These recovery times were then
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used as minimum requirements in determining the trip assignment for

each bus vehicle.

For the sake of clarity most of the presented results will focus on the
inbound direction, which is the dominant demand direction on the
morning peak hour. Moreover, general simulation results (Sections 4.2
and 4.3) are presented for the moderate scenario — moderate demand
and variability levels. Section 4.4 compares the results of different

scenarios.

4.2 Bus mechanisms’ distribution

The elementary requirement from every simulation model is to reflect
the processes as it was designed. Figure 4.3 and Figure 4.4 show the
dwell time and headway distribution, respectively. The dwell time
distribution is right-skewed. The average dwell time is 40.5 seconds
and the coefficient of variation is 0.54. These values are in
correspondence with those found by previous studies (TCRP, 2003).
Headways follow a normal distribution with a long right tail and a
mean of 480 seconds, as expected. This might suggest that the form
of the headway distribution is dictated more by dwell times (which
follow normal distribution) than by running times (that follow
lognormal distribution). This is perhaps because running times were
randomized independently for each link and therefore over the entire

route exhibit lower variability, as the random terms do not propagate.
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The schedule adherence distribution (Figure 4.5) has a high dispersion
- the coefficient of variation is 14.5. On average, the bus arrived at a
bus stop 11 seconds before scheduled, yet the mode arrival time is
between 15 and 30 seconds late. On a frequent service, the absolute
deviation from schedule may be more important then being early or
late. As figure 4.6 shows, the (absolute) deviation from schedule
follows an exponential distribution and 60% of the deviations are
smaller than quarter of the planned headway, which is also the
average deviation. Moreover, 95% of the deviations are less than 0.75
times the planned headway and 1.5% of bus arrivals are more than

headway away from their scheduled arrival.
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Figure 4.5: Histogram of the schedule adherence
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4.3 Service along the trip

A phenomenon in transit systems that may have significant impact on
levels of service is the accumulation of variability in travel times as
buses progress through their schedules. Figure 4.7 demonstrates the
evolution of headway variability at the various stops along the inbound
route. The observed increase in headway variability suggests that
implementation of control strategies, such as headway-based holding

of buses at time points may be useful for this line.
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Figure 4.7: Standard deviation of headways (inbound route)

As the standard deviation of the headway increases along the route,
the on-time performance statistic decreases - It dropped from 100%
to 57% (Figure 4.8). Following the industry standard (Ceder, 2007), a
bus was considered to adhere to schedule at a specific stop, if it
arrived between one minute early and four minutes late compared to

its scheduled arrival.
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The detailed representation of bus operations in the simulation allows
performance evaluation ranging from the level of a single run to the
overall system performance. At the most detailed level, Figure 4.9
presents a time-space diagram showing the trajectories of two
selected buses (buses 12 and 13 out of the 16 assigned bus vehicles)
in service on line 51 during the study period. The continuous lines are
the simulated trajectories compared with the scheduled trajectories
displayed by the broken lines. In the figure, both buses make three
trips. It is ahead of schedule on its first trip, was increasingly late on
the second and on time on the third. Recovery times between trips at
both terminals are also apparent in the figure, as both buses

conducted three sequential trips.
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Figure 4.9: Time-space diagram vs. scheduled trajectory

The well-known bunching phenomenon (e.g. Abkowitz and Tozzi,
1987) is represented by the simulation as shown in Figure 4.10. Buses
12 and 13 were bunched together on their first trip, while buses 11
and 12 were bunched together on their third trip. In the extreme case,
instead of the planned headway of 480 seconds, bus 11 arrived on the
last trip 1300 seconds after bus 10, only 110 seconds before bus 12.
Bus bunching occurs as a result of various stochastic processes
involved with bus operations: early or late dispatching, changes in
traffic conditions and the random nature of passengers' arrival. These
stochastic variables cause the bus to have a shorter or longer headway
than planned. The deviation from the planned headway tends to
propagate, since the dwell time is demand-dependent and the demand
is headway-dependent. The simulation reflects the reliability problems

caused by the bus bunching and its escalating nature.
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Figure 4.10: Time-space diagram of selected bus vehicles on service

Headway variability and bus bunching are also important causes for
variability of load profiles. Figure 4.11 shows an example of the load
profiles of the outbound route for two sequential bunched buses (the
headway at the destination stop was two minutes) and the expected
load profile for the planned headway. The load profile for the planned
value was approved also by a simulation run with deterministic
conditions (constant running times and dwell times). It can be seen
that the actual load profile varied significantly from the one expected
under deterministic conditions: the late bus with high headway had to
pick up all the passengers that had accumulated, which resulted in
longer dwell times and caused the following bus that had fewer

passengers and therefore shorter dwell times to catch up with it. From
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the passenger point of view, being unable to board or riding over-

crowded buses are sources for inconvenience.
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Figure 4.11: Load profile on bunched buses vs. expected load profile

under planned headway (outbound route)

4.4 Scenarios comparison

Several system-level measures of performance may be calculated from
the simulation outputs. Table 4.2 summarizes these measures for the
various scenarios. A series of t-tests for all scenarios and system
measures were performed under the null hypothesis that variability
and demand levels are insignificant. Each t-test compared the results
for a pair of scenarios for a specific system measure. Both factors, the
demand level and the variability levels, were found to be significant
factors (p<.01) for all system-level measures presented in the table,
except for the number of passengers unable to board per stop that

was affected only by demand level. In general, demand level factor
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has stronger significant values than variability level factor. The
variability of headways is the main measure for evaluating transit
reliability, in particular for short-headway services. The headway
variability was calculated for each stop along the route. The reported
statistics are the means across all stops in each direction. As expected,
headway variability increased with the level of variability of running
times between stops, but the magnitude of this trend varied

significantly with the demand level, as shown in Figure 4.12.
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Figure 4.12: Average standard deviation of headway for inbound route

at different scenarios of demand and variability levels

However, headway variability did not increase with demand level. This
perhaps counter-intuitive result seems to derive from the high demand
load. It is suggested that headway variability increases with demand
level until a certain point because of the relation between the mean
dwell time and the dwell time variability (since the passenger arrival
process assumed to follow the Poisson distribution that has a variance

that equals the mean). However, from a certain point the bus is too
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crowded to allow all waiting passengers to board. Since the dwell time
depends on the number of boarding passengers and not the number of

arriving passengers, dwell times decrease when buses are crowded.

In order to examine this explanation, an additional demand scenario of
half of the observed demand profile was conducted. Figure 4.13
presents the relation between headway variability and the demand
level. The results support the above-mentioned hypothesis: headway
variability increases with the demand level for low demands, but

decreases in higher demand levels.
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Figure 4.13: Standard deviation of headways as a function of the

demand level (inbound route)
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Table 4.2: Service measures of performance under various scenarios

Scenario Measure of performance
Inbound | Outbound | Inbound Outbound | Bunching | On-time Absolute Passengers
headway | headway | Passenger | Passenger | phenome- | perform- | Deviation unable to
Demand | Variability standard standard waiting waiting non (%) | ance (%) from board per
deviation | deviation time time schedule stop
(seconds) | (seconds) | (seconds) | (seconds) (seconds)
Low Low 59.14 | 69.46 | 243.64 | 245.03 | 22.40 54.5 | 142.13 0.42
Low | Moderate | g g9 72.03 | 243.71 | 245.40 25.12 | 54.91 | 141.81 0.39
Low High 61.39 81.07 | 243.93 | 246.85 23.22 54.25 | 142.33 0.48
Moderate |~ Low 43.42 60.27 | 241.96 | 243.78 18.90 69.1 119.85 2.26
Moderate | Moderate | 55 6 64.34 | 243.23 | 244.31 20.90 | 68.42 | 123.91 2.17
Moderate | High 80.05 | 87.41 | 246.67 | 259.91 | 21.39 | 68.97 | 201.44 5.45
High Low 38.48 | 39.50 | 241.54 | 241.63 | 13.57 | 82.99 | 115.15 9.1
High | Moderate | 55 83 | 4202 | 241.65 | 241.84 | 12.27 | 83.84 | 107.51 9.49
High High 45.28 | 53.96 | 242.14 | 243.03 | 14.35 | 82.79 | 112.00 8.69
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The decrease in headway variability is explained by the difference
between the number of arriving passengers and those that actually
board the bus, due to over-crowding. Figure 4.14 shows the
percentage of buses that depart from bus stops when the number of
passengers on board exceeds the number of seats (50 seats) or when
the capacity (70 passengers) was restricting, meaning that one
passenger or more were left behind. At the moderate-demand scenario
(which equals the observed demand profile), on 54% of the stop visits
there were more passengers on-board than seats and on 18% some
passengers were left behind. While the first is a measure of
convenience to passengers, the second is a reliability measure that
greatly affects passengers waiting time and dissatisfaction from the

service.
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Figure 4.14: Percentage of fully occupied seats and restricting capacity

at different scenarios of demand levels
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The variability of the headway has a clear direct link to the bunching
phenomenon. The percentage of bunched buses in the simulation was
calculated by the share of buses that had headways less than 240
seconds, half of the planned headway. About one fifth of the buses
were bunched with the field demand data. The demand level had the
same influence as with the headway variability, while there was no

significant role for running time variability.

Passenger waiting time is an important quality of service measure.
Table 4.2 contains mean passenger waiting times for the outbound
route that were calculated according to the traditional formula
(Abkowitz and Tozzi, 1987):

E(h)Jr V(h) _ E(h)

Eon =20 E =B (4.2)
Where:

E(w) - Average waiting time

E(h) - Average actual headway

cv,

- Coefficient of variation in headways (standard
deviation/mean)

On-time performance is another important measure of service
reliability. The reported values in Table 4.2 are averages over all trips
and all stops. The relatively low on-time performance, except for the
high-demand scenarios, is because of early arrivals, which calls for the
implementation of schedule-based holding (especially because it
decreases along the route, as shown in Figure 4.8). Absolute deviation
from schedule is a non-dichotomy measure of schedule adherence of
the average absolute difference between the actual arrival time and

the scheduled arrival time. It has the advantage of direct proportion
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with the size of the deviations, but has the drawback of a possible

inflection because of a rare extraordinary deviation.

The last system-level measure in Table 4.2 relates to the passenger
load - the average number of passengers per stop that are unable to
board the bus because it is over-crowded. Of course this measure
increases with the demand level. Similarly to the relation between on-
time performance and deviation from schedule, passenger left behind
is an absolute average value of the binary measure presented on
Figure 4.14.

4.5 Summary

The capabilities of Mezzo as an evaluation tool of transit operations
and planning had been demonstrated with an application to a real-
world high-demand line in the Tel Aviv metropolitan area with nine
different demand and variability scenarios. The demonstration showed
the implementation of bus operations and the kind of outputs that are
generated by the simulation. The crude outputs can be aggregated at
the bus stop, bus trip, bus line or up to system level in order to
produce various measures of service. Moreover, BusMezzo has the
capability to reconstruct phenomenon as propagation of headway
variability and the descent of on-time performance along the route,
bus bunching and the relation between headway variability and
demand level. An evaluation case study of holding strategies, aimed to

improve service reliability, is described in the next chapter, Chapter 5.
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Chapter 5: Case study

The preceding chapter demonstrated BusMezzo capabilities through
simulation results based on a real-world data. This chapter will present
the implementation of real-time control strategies aimed to improve
service reliability and operations. Following a short background, the
literature on methods to determine the control strategy is reviewed.
Then the scenarios design is described and the various results are

presented and explained in sections 5.4-5.6, followed by a summary.

5.1 Background

The reliability of a transit service is one of the main factors that
determines its level of service. The reliability of transit service is made
up of two components: reliability of travel time and reliability of arrival
time. The reliability depends heavily on the traffic conditions and on
the type of service (e.g. right of way, traffic signal priority). There are
a few transit operation strategies aimed to improve the reliability of
transit service, holding strategies are among them (Abkowitz and
Lepofsky, 1990). It is common that some stops are defined as time
points, which means that the departure time from them is subject to
policy constraints. Although hypothetically all stops might be defined
as time points, a typical bus line includes only several time point stops

(such as main transfer and CBD stations).

The literature distinguishes between two holding strategies: schedule-
based and headway-based. Schedule-based holding enforces buses
that arrive early to depart on their scheduled time. The difference
between the mean arrival time and the scheduled time is known as
slack size. The equivalent mathematical definition is:

ET, =max(ST,, +s,,AT, +DT,) (5.1)

lj’
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Where:

ET, - Exit (departure) time for line i on trip k from stop j
ST, - Scheduled arrival time for line i at stop j on trip &

s - Slack size for line i on trip k at stop j

y

AT, = Actual arrival time for line i on trip k¢ at stop j

DT, - Dwell time for line i at stop j on trip

Headway-based holding enforces that the headway between two
sequential buses will not be smaller than a pre-determined minimal
value. The equivalent mathematical definition is:

ET, =max(AT,,_ +h™ AT, +DT,) (5.2)

Where:

B - Minimal headway allowed for line i at stop j

Headway-control strategies are intended for short-headways, when
maintaining even headways reduces passengers waiting time.
Schedule-control strategies are more likely to be useful as headways
are longer and passengers tend to follow the schedule (Strathman et
al. 1993). A bus stop that is controlled by a holding strategy is known

as a time point stop.

There are three main decisions involved with implementing holding
strategies: number of time points, location of time points and the slack
size/minimal headway. The following section will review the literature

regarding methods to implement holding strategies.
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5.2 Literature review

A review of the literature that deals with methods to implement
holding strategies revealed two distinct types of studies in the area:
(1) analytical models that formulate the holding problem as an
optimization program, mostly during the 1980's; (2) simulation models
that draw rules out of the simulation results. It is important to note
that there is no clear classification between the two types, some works
developed analytical models and then evaluated them using a
simulation tool. On one hand, analytical models are unable to
represent fully the stochastic nature of the problem (caused both by
journey time and demand pattern); On the other hand, simulation
models do not result in a generalized method to confront the problem.
The following presents the main methods to determine the holding

strategy components.

An early attempt to set a general rule regarding where to locate time
points and the slack size was made by Lesley (1975). A simulation
model called SIMBUS was used to calculate the coefficient of variance
(‘reliability index') at each bus stop along the route. The study
assumed that buses are dispatched according to schedule and
suggested to locate time points where the reliability index is more than
twice the average value on the line. The recommended slack size was

found to be:

S = AT, + DT, + o, (5.3)

Where:

s; - Slack size for line i on trip k at stop j
AT, - Average actual arrival time for line i on trip k at stop

DT, - Average dwell time for line i at stop j on trip &
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o, - Standard deviation of the observed headway for line i at stop j

)

Several studies searched analytically for threshold criteria to
implement holding control strategies and the derived holding time. An
analytical model was developed by Turnquist and Blume (1980). The
authors developed analytically the optimal solution for two extreme
cases of headway-based time point (complete dependence or no
dependence between successive headways). They assumed that

passengers arrive randomly (H,<10min). This resulted with the two

following conditions:

o, 0.5 7.
(a) o2t (5.4)
H, 1—7,;,~k
(b) 0<y, <05 (5.5)
Where:
0.
Yik =N 2 (5-6)

H, - Planned headway for line i
0, - Occupancy on line ion arrival at stop j on trip &
B, - Number of boarding passengers on line i at stop / on trip k

N, - Number of bus stops on line i

These two conditions can serve as initial sort for determining the
location of time points: if a stop complies with both conditions- then it
should be a time point; if both conditions fail- then it should not be a
time point; if it complies with only one of the conditions, then it
requires an additional analysis. Because the research treated two
extreme scenarios, the minimum headway for the holding control is

given as a range:
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(1-1.5-7,

1-2-7.
M.H <pmr < k)-H. (5.7)
A=%)

(1_7/171() [ i
The left expression is the optimal if there is perfect dependency
between successive headways and the right expression is the optimal

if successive headways are independent.

Another analytical attempt was made by Abkowitz and Engelstein
(1984). The authors used a three steps approach: First, they
determined the mean and variation of running time, headway variation
and passenger waiting time based on field-data and simulations and
under the assumption of on-time departures from the origin. Secondly,
they developed analytical models for headway-based holding and
schedule-based holding:

(a) headway-based: the objective function is the expected total

waiting time on route (upstream, on-board and downstream):

1

_ L N L
(Bilk "/Vﬂk)"'Ozjjk 'd(szjjk)+z(3ﬂk 'Vvizk) (5-8)
I=j

.

1

1l
UN

W, - Waiting time at stop j for trip k¢ of line i
d(s;)- Expected delay at the time point stop j for trip « of line i
for the slack size of s, (in minutes)

(b) schedule-based: rank stops in descending order according to

their E.R. (effective ratio) score:

Oy, - By
—~
ER,=——"— (5.9)

ijk

N

Where:

T,- travel time from stop j-1 to stop j online i
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Finally, the solution was evaluated using simulation. It was found that
for different patterns of demand, time points were located just before

a group of stops with high-demand profile.

Eberlein et al. (2001) formulated an analytic model with a heuristic
search for the optimum assuming real-time information. The model is
completely deterministic, but the authors claim that since the holding
effect is short in nature, the solution for the deterministic problem is a
reasonable approximation. The objective is to minimize total passenger
waiting times (equivalent to minimizing headway variation) for a

holding decision regarding vehicle v at stop ; :

2

min f, (d)= ) iz (d,,,—d,) (5.10)

leV,, m=j

Where:

vV - The impact set of m sequential vehicles

d, ;- Departure time of vehicle v from stop j

The authors found that the vast majority of the effect is captured for

an impact set of m=3 (v, ={v,v+1Lv+2}), which means that holding

only affects the couple consecutive vehicles. One of the constraints
was that if a vehicle is already late for the next trip on its schedule,
then it will not be held. The initial step determined the departure time
of vehicle v so that the headway variation along the line is minimal.
Then the problem is solved through an iterative process that finds the
departure times for all other vehicles at stop j. The departure times
change incrementally till the difference between iterations is below a
threshold value. The model was evaluated through a deterministic
simulation, which found that the best place to locate a time point is at

the origin station. In addition, the cost reduction decreases with the
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stop humber and there are no significant benefits for additional time
points.

Another possible approach is based on costs - the objective function
sums up all the costs that might differ between the evaluated
operation alternatives. Wirasinghe and Liu (1995) developed an
analytical model with an objective function of the mean total cost with

all components expressed as function of slack times:

E(C)=E(Cwo)+nz_l‘,[E(C

i=1

W HEC,)+EC)I+ECC,,)+EC,)+E(C,) (5.11)

Where:
C - Total cost

C,, - Passenger waiting time cost incurred at stop
C,, - Riding time cost in link ; for alighting passengers at stop ;

C, - Delay penalty at stop

7

C, - Operation cost for one trip

The function was minimized through dynamic programming. Every
stop is a time point candidate and the selection is done according to a
threshold criterion for the fraction of held buses at the bus stop.
Therefore, the model does not capture inter-effects between time
points. The selected time points served as input to the simulation and
the slack-times were re-evaluated. The research found that holding
control prevents the variability of arrival times to increase
continuously. However, the model only deals with a single run by
assuming that the numbers of boarding and alighting passengers are
constant and that no passenger misses the bus (no capacity
constraints). In addition all link travel times follows a single gamma

distribution, which was applied also for the departure from the origin.
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In a follow-up study, Liu & Wirasinghe (2001) developed a simulation
model with a cost-based approach. The Optimization process was
made up of three steps: semi-enumeration that limits the feasible set
followed by heuristic search rules and evaluation in descending order.
It was assumed that passengers arrive according to a compound non-
homogenous Poisson, link travel times follow a gamma distribution and
so did dwell time coefficients. In addition, alighting passengers were
estimated through a binomial distribution and buses were dispatched
by a lognormal or a gamma distribution. The simulation set the origin
stop as a time point and was tested with a demand profile with three
distinguished sections: (a) only boarding; (b) boarding and alighting;
(c) only alighting. The total cost objective function was:

N
C=2

=
Where:

C,,;- Waiting time cost for boarding passengers at stop j for trip &

K

(Ciu+Cyi +C)+Cy (5.12)
=0

C,.;- Delay cost to thorough passengers at stop ; for trip &
C,. ;- Late/early penalty for all alighting passengers at stop j for trip &

C,; - Operation cost for trip &

It is important to note that the number of time points is given as an
input to the simulation. The simulation analysis concluded that in case
of two time-points, most included one intermediate point at the
boarding section and one in the parallel section. No time point was
located in the alighting section. It was also found that as the number

of time point increases the optimal slack time decreases to zero.

Some researchers used simulation models to evaluate various holding
strategies. Vandebona and Richardson (1986) used the TRAMS
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simulation to evaluate different severity of holding. The simulation
generated vehicles in the origin according to a truncated normal
distribution and scheduled timetable is determined by the mean travel
times between stops. The simulation tested the effect of different slack
sizes in terms of travel time standard deviation on the generalized
passenger travel time (the sum of mean travel time and weighted
mean waiting time). It was found that the optimal slack size is with

zero offset from the timetable.

An additional simulation analysis was conducted by Senevirante
(1990), who developed Bus-Monitor, a microscopic time-based
simulation. The simulation generated boarding and alighting
passengers according to a normal distribution in high-demand stops
and Poisson distribution in low-demand stops. The contribution of a
passenger to the dwell time followed a gamma distribution and travel
times followed a normal distribution. The simulation model was limited
to the representation of constant headways. Senevirante found that
the relation between the standard deviation of the headway and the
number of time points is a second degree polynomial. Therefore
beyond a number of time points, the marginal effectiveness of an
additional time point is negative. Time points were located in the
proceeding stop of a point where the standard deviation of the
headway exceeded 60 seconds and it showed to have a decreasing

impact over time (from trip to trip).

Fu and Yang (2002) developed SimTransit and compared one-headway
vs. two-headway (both preceding and following headways) based
holding control. The simulation assumes that passengers arrive

randomly and all link travel times follow a single normal distribution
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(without explicit representation of general traffic and traffic signals).
The evaluation included several performance measures and concluded
that if one time point is to be set then it should be located at a high
boarding demand stop and close to the middle of the line. Compared
with all-stops, no-stop and one-stop control, two-stop control was
found to have the optimal performance measures (terminal + high
boarding demand near the middle). The optimal threshold headway to

provoke a holding action is in the range of:
0.6-H,<h™ <0.8-H, (5.13)

An important drawback of this work is that it ignores inter-effects

between time points.

A comparison between holding control strategies that relies on local
information to APTS-based strategies was conducted by Dessouky et
al. (2003). The simulation (AweSim) assumes random passengers
arrival, gamma distribution of dwell time coefficients and lognormal
distribution of travel times. The simulation received as an input the
time point location (a transfer station) and returned the optimal slack
size as output for a given holding strategy. It concluded that the best
holding control strategy was the global optimized strategy, which is
also the most technology-based. The objective function of this strategy
found the optimal time for bus i to departure from a given stop while

minimizing the total passenger waiting time:

ET, = arg {Min[max(0, FO, (t —max(ST,,t _now))]+ Z (t—FA)-TP, +

t=t _now.FA, ..FA b|FA; <t

'm

+ > (FA,, —FA,))-TP, +)_ E(FB,)[max(0, FA —ST, )1} (5.14)
S

v,x‘ET‘, =t
b|FA, >t
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Where:

ET, - Actual exit (departure) time for bus v from current stop

t _now- Current time

FA, - Forecast arrival time of bus v at current stop

FO, - Expected number of passenger on bus v at current stop

ST, - Scheduled departure time for bus v at current stop

b - Index of a connection bus approaching the stop (b=1,...,m)

TP, - Expected number of transferring passengers from bus jto bus v
I(v)- Index of the next bus arrival after bus v

S - set of subsequent bus stops for bus v (S={j+1,j+2,..,N})

FB, - Expected number of boarding passengers at subsequent stop s

for bus v
FA

,qer— “Forecast arrival time of bus v at subsequent stop s given the

actual departure time at the current stop is ¢

The expression calculates the delay caused to passengers on-board,
waiting time for transfer passengers from buses that arrive prior to
bus i, waiting time for transfer passengers from buses that arrive later
than bus i and waiting time of passengers at downstream stops,
respectively. This strategy requires forecast arrival times of connecting
buses, forecast of passengers arrival and considers net change and

change in downstream stops in terms of waiting time due to holding.

Table 5.1 summarizes the reviewed studies in terms of the holding
strategy applied (schedule-based/headway-based), the research tool
that was used and other assumptions made. The table does not

present the outcomes of the researchers because of their complexity.
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Table 5.1: Summary of researches about methods to determine

holding strategies

Research Holding Research Important assumptions
strategy method
Lesley (1975) Schedule | Numerical On time dispatching
simulation
Turnquist and Headway | Analytical
Blume (1980)
Abkowitz and Schedule, | Empirical, On time dispatching,
Engelstein Headway | Analytical, independence between
(1984) Numerical bus lines
simulation
Vandebona and | Schedule | Simulation Dispatching ~ truncated
Richardson normal
(1986)
Senevirante Headway | Simulation
(1990)
Wirasinghe and | Schedule | Analytical Number of Boarding and
Liu (1995) alighting passengers is
constant, no capacity
constraint
Liu & Wirasinghe | Schedule | Analytical, Special demand pattern
(2001) Simulation
Eberlein et al. Headway | Analytical Completely deterministic
(2001)
Fu and Yang Headway | Simulation
(2002)
Dessouky et al. | Headway | Numerical
(2003) simulation
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There is a consensus in the holding strategies research that headway-
based holding is expected to be more effective in short-headway
service, while schedule-based holding suits long-headway service
(since passengers tends to coordinate their arrival to the schedule).
There are two common results in regards to the optimal location of
time point stop: origin stop and just before a chain of high-demand
stops. Those results were used in the design of the case study

scenarios, as described in the next section.

5.3 Scenarios' description

Following the common distinction in the literature, the case study
examined two control strategies: headway-based holding and
schedule-based holding. The case study implements two holding
control strategies on line 51 in the Tel Aviv metropolitan area, in
addition to the base scenario, with no control strategy, which was
described on Chapter 4. The case study includes full-factorial analysis
of control strategies, demand levels and variability levels. A total of 27
scenarios were simulated and as with the no control scenarios - for
each scenario 10 simulation runs were conducted for a four hour
period between 6AM and 10AM. The execution time for each run was
about 50 seconds, and so the additional 180 runs took about 150

minutes.

The number and location of time points, as well as the threshold
criteria and slack size or minimal headway were determined according
to common values and methods found in the literature review. In order
to have comparable scenarios, it was decided to have the same
number and location of time points under both strategies. Several
studies (Abkowitz & Engelstein 1984, Turnquist & Blume 1980,
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Wirasinghe & Liu 1995, Liu & Wirasinghe 2001) that conducted either
analytical models or simulation models found that time-point stops
should be located just before high-demand stops. This method was
applied on the boarding profiles (see section 4.1) and determined the
location and number of time point stops on both directions. It resulted
with three time point stops (7, 13 and 21) on the inbound route and

two on the outbound route (8 and 19).

After the number and location of time-points were set, the holding
time is left to be determined. Following the results of previous studies
(Turnquist & Blume 1980, Fu & Yang 2002), headway-based holding
was implemented with a minimal headway of 0.8 times the scheduled

headway (A" =0.8-H, =384sec ). Schedule-based holding was simulated

with a slack size of zero, which implies that the bus does not depart
from time point stop before it scheduled time, based on the literature
review (Vandebona & Richardson 1986, Liu & Wirasinghe 2001).

Table 5.2 summarizes the design of the case study scenarios and the
levels of the various factors. The results of the nine no control
scenarios were described in sections 4.2-4.4, while the results of the
holding scenarios and their comparison with the base scenarios are

described in the following sections.
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Table 5.2: Factors and their levels in the case study

Factors Levels

Control strategy No control, headway-based control
(ET, =max(AT,, ,+0.8-H,,AT, +DT,) ), schedule-based

control ( ET, =max(ST,, AT, +DT,)).

[stops 7,13,21 on inbound route, stops 8,19 on

outbound route]

Passenger 80%, 100%, 120% of observed demand profile
demand

Travel time 80%, 100%, 120% of mean travel time
variability

5.4 System-level measures

System-level measures were calculated for the holding control
scenarios and are presented in tables 5.3 and 5.4. Most of those
measures are significantly different compared with those of the no
control scenarios (table 4.2). As for the demonstration, a series of t-
test were conducted for each pair of scenarios, for every system
measure, under the null hypothesis that variability and demand levels
are insignificant. As for the no control scenarios, demand level and
variability levels were significant factors for all system-level measures
(p<.01), except for the number passengers left behind that had only
demand level as a factor. In all cases, the ANOVA resulted in higher

significant values for the demand factor than for the variability factor.

Holding strategies are aimed to improve transit reliability as measured
by various measures. F-tests and t-tests were performed in order to
check the null hypothesis that control strategy did not result in

different values of system measures. The variability of the headway is
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a key measure in any reliability evaluation since it determines
passenger waiting times and the bunching phenomenon. The standard
deviations of the headway under the three control strategies are
presented in Figure 5.1. The average headway standard deviation (for
both directions) under no control is 60 seconds, significantly (F>1.20,
p<.001) higher than under headway or schedule control, 48 seconds
and 52 seconds, respectively. Moreover, the headway variation is
significantly lower under headway control than under schedule control
for the outbound route (F>1.29, p<.001). One of the consequences of
high headway variability in terms of level of service is the bunching
phenomenon. A pair of buses was defined bunched if the headway
between them was smaller than half of the planned headway. The
incidence of bunching phenomenon decreased up to 70% due to
control strategies implementation. The percent of bunched buses was
significantly (F>45, p<.001) lower under schedule control (11%) than
under no control (21%) and the lowest under headway control (Figure
5.2). These results are in correspondence with the trend for headway
standard deviation. Interestingly, the differences in the incidence of
bus bunching have a bigger magnitude than those of the headway
variability. Another system-level measure is called service regularity -
the percentage of headways that are between 50% and 150% of the
planned headway (Nakanishi, 1997). The regularity score increased
from 86% with no control to 90% when headway control was

implemented and as high as 96% under schedule control.

The on-time performance (percentage of buses arrival between one
minute early and four minutes late compared with their schedule) was
improved significantly (F>95, p<.001) from 68% to 75% under

headway control and 79% following the schedule control
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implementation (Figure 5.3). The average deviation from schedule
(Figure 5.4) decreases significantly (F>5.9, p<.01) from 123 seconds
to 119 seconds and 91 seconds following the implementation of
headway and schedule control strategies, respectively. Differently from
all other results, the demand level was not a factor for the average

deviation from schedule under control strategies scenarios.

One of the expected results of lower service variability is that
passenger load would be more evenly distributed between buses.
However, the results do not show a decrease in the percentage of
buses that depart from stops in full capacity or in the average number

of passengers that were left behind because of over-crowded buses.

The implementation of control strategies improved the level of service,
as indicated by various measures. In particular, the headway-based
strategy reduced dramatically the headway variability and the
bunching phenomenon, while schedule-based strategy improved the
on-time performance measures. The two following sections will track
the source of these results: the change in service attributes along the
bus trip and in the distributions of service components due to holding

strategies.
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Table 5.3: Service measures of performance under various headway control scenarios

Scenario Measure of performance
Inbound | Outbound | Inbound Outbound | Bunching | On-time Absolute Passengers
headway | headway | Passenger | Passenger | phenome- | perform- | Deviation unable to
Demand | Variability standard standard waiting waiting non (%) | ance (%) from board per
deviation | deviation time time schedule stop
(seconds) | (seconds) | (seconds) | (seconds) (seconds)
Low Low 37.51 47.24 241.47 | 242.32 6.70 68.42 | 111.85 0.45
Low | Moderate | ;3 oo 53.48 | 241.99 | 242.98 6.86 58.82 | 113.73 0.37
Low High 48.58 | 52.70 | 242.46 | 242.89 6.29 58.45 | 116.74 0.35
Moderate|  Low 31.75 | 32.51 | 241.05 | 241.10 5.92 77.13 | 107.16 2.92
Moderate | Moderate | 45 55 | 5372 | 241.88 | 243.01 6.36 74.78 | 119.46 2.80
Moderate | High 48.59 63.41 | 242.46 | 244.19 5.67 75.22 | 159.40 2.96
High Low 27.22 | 38.33 | 240.77 | 241.53 2.18 87.62 | 98.24 9.96
High | Moderate | 3459 | 47.00 | 241.01 | 242.30 2.12 87.62 | 105.21 9.96
High High 46.87 | 58.18 | 242.29 | 243.53 4.68 82.18 | 163.49 9.61
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Table 5.4: Service measures of performance under various schedule control scenarios

Scenario Measure of performance
Inbound | Outbound | Inbound Outbound | Bunching | On-time Absolute Passengers
headway | headway | Passenger | Passenger | phenome- | perform- | Deviation unable to
Demand | Variability standard | standard waiting waiting non (%) | ance (%) from board per
deviation | deviation time time schedule stop
(seconds) | (seconds) | (seconds) | (seconds) (seconds)
Low Low 42.49 43.78 241.88 | 242.00 11.25 62.14 93.47 0.30
Low | Moderate | 53 g¢ 43.88 | 243.02 | 242.01 11.93 | 63.91 | 93.52 0.44
Low High 55.34 73.57 | 243.19 | 245.64 13.77 | 62.42 | 110.56 0.47
Moderate Low 44.19 45.77 242.03 | 242.18 8.33 73.91 93.04 3.55
Moderate | Moderate |, o3 55.93 | 242.39 | 243.26 11.29 78.95 | 91.38 3.55
Moderate | High 44.23 56.50 | 242.04 | 243.33 13.05 77.13 | 110.95 3.30
High Low 30.11 | 31.11 | 240.94 | 241.01 779 | 87.13 | 97.85 9.23
High | Moderate | 55 o5 | 4374 | 241.11 | 241.99 8.55 86.19 | 99.61 8.37
High High 46.27 | 46.45 | 242.23 | 242.25 9.70 85.65 | 101.88 9.43
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Figure 5.2: Percentage of bunched buses
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Figure 5.4: Average deviation from schedule
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5.5 Service along the trip

Holding strategies are carried out on specific points along the bus
route. Therefore, their effect on the performance of service attributes
can be observed and ascribed along the bus route. Of course, the
number and locations of time points has substantial role in
determining the exact effect, but some general conclusions can be

drawn.

Figures 5.5 and 5.6 present representative outbound trajectories of
individual trips when holding controls are implemented. These graphs
should be viewed with comparison to the time-space diagram when
there is no control (Figure 4.10). The two time point stops are
noticeable by the vertical jump in the graph for some of the buses. For
example, bus 13 in Figure 5.5 dispatched exactly planned-headway
after bus number 12. As it progressed along the route, it came closer
to the preceding bus. The time point at stop humber 8 was activated
based on headway control for both buses, but it did not prevent the
bus bunching further on the route. The actual headway between the
two buses at stop number 21 was only 177 seconds (less than 37% of
the planned-headway) and therefore the second time point was also
activated for bus 13. The holding of the bus till the pre-determined
criteria (in our case - 0.8 times the planned-headway) prevents the
continuation and escalation of the bunching phenomenon. Note that
this strategy does not take into account the schedule. At the extreme
case, it may be optimal to have constant headways on shifted

schedule without any link to the original schedule.
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Figure 5.5: Time-space diagram of selected bus vehicles on service in

outbound line 51 under headway control

In contrast, the schedule-based control strategy does not consider
headway regularity, but schedule adherence. This is illustrated in
Figure 5.6: The first bus in the presented subset, bus number 16,
arrived ahead of schedule in both time points and therefore was held
twice in order to depart as scheduled and avoid the detachment from
the schedule. The following bus, bus number 1, opened a very long
headway (up to twice the planned-headway), which causes the
bunching of bus number 2. Since schedule adherence is the criteria on
this scenario, buses 1 and 2 were hold at stop nhumber 8, although bus
1 already opened a gap from the planned-headway. The buses are not
held at stop number 19, although they had only half the planned-
headway between them.
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Figure 5.6: Time-space diagram of selected bus vehicles on service in

outbound line 51 under schedule control

The objective of control strategies is to improve the service reliability
which tends to decrease along the bus route. As Figure 5.7 clearly
shows, the propagation of standard deviation of the headway along the
route is restrained by the time point stops (stops 7, 13 and 21). Each
time the trajectory arrived at a time point stop, the standard deviation
decreased immediately and afterward continues to climb. It is
important to note that the actual decrease is higher for the time points
that were actually activated (according to the criteria, whether
headway-based or schedule-based). As expected, the decrease is more
dramatic when headway control is in place. Interestingly, the first time
point, stop number 7, had no restraining effect under schedule control

and only a small effect under headway control. This may be because
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the level of service did not reach a necessary lower threshold in order

to make this time point activated and therefore effective.
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Figure 5.7: Standard deviation of headways along the inbound route

(time point stops are marked with a square)

While schedule-based control is inferior to headway-based control on
headway variability, when it comes to on-time performance, schedule-
based control is preferable. Figure 5.8 presents the change in on-time
performance measure along the bus route: the downfall in on-time
performance is evident and so is the dramatic shift in time point stops
(stops 8 and 19) under both control strategies. The increase under
schedule control is more dramatic, but it is followed immediately by
sharp decreases. An analysis of the arrival times on the stops that
follow time point stops revealed that the vast majority of arrivals that
failed to adhere schedule were too early (more than 60 seconds ahead

of schedule). This seems to be the result of the current schedule that
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already contains high variability levels and results in longer gaps than

necessary under control.
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Figure 5.8: Percentage of on-time performance along the outbound

route (time point stops are marked with a pink square)

5.6 Bus mechanisms' distribution

The previous sections presented aggregated means of system-level
measures and the way they change along the route due to the
presence of time point stops. In order to analyze and evaluate in detail
the control strategies, the complete distributions of bus service
components are essential. Although it involves a large data set,
BusMezzo enables this approach thanks to its relatively low complexity

and short run times.

The headway cumulative distribution under holding strategies is shown

on Figure 5.9. The standard deviation of the headway is the lowest
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under headway-based control (42.52 seconds), but also schedule-
based control (47.93 seconds) is lower than the no control scenario
(55.67 seconds). The headway distribution under headway and
schedule control is less dispersed than with no control: 20% of the
headways under no control are less than half of the planned headway
or more than 1.5 times the planned headway compared with only 10%
under headway control or schedule control. Nonetheless, the general
distribution form is similar in all cases. A slight exception to that is the
large proportion of headways between 375 seconds and 395 seconds
under headway-based strategy (three times more than under no
control or schedule-based strategy). This is of course because the
minimal headway in time point stops was set to 384 seconds (0.8
times the planned headway) and therefore all smaller headways in

time point stops were truncated to this value.
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Figure 5.9: Cumulative distribution function of the headway under

control strategies
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The average arrival time increased from 11 seconds before schedule
under no control to 33 and 43 seconds behind schedule under schedule
control and headway control, respectively. The scheduled-based
holding cut off the very early arrivals: only 0.7% arrived more than
half a planned-headway early compared with 3.7% under headway-
based control and 10.3% when no control strategy was implemented.
This trend is shown on Figure 5.10, as schedule-based strategy has
shorter absolute deviations from schedule than headway-based

strategy, which is slightly better than no control scenario.
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5.7 Summary

The capabilities of MEZZO as an evaluation tool of transit operations
and control had been demonstrated through a case study that included
the implementation of holding control strategies on various scenarios.
The simulation enables analysis at different aggregation levels for
various scenarios in terms of demand, frequency, background traffic

influence and the components of the control strategy.

The holding control was found to improve the level of service at all
demand and variability levels scenarios. Headway control was most
efficient in reducing the variability of headways and the bunching
phenomenon, while schedule control served best the goal of improving
on-time performance and minimizing the deviation from schedule.
Theoretically, the objective of the selected control strategy may cause
harm to other objectives. However, this was not the case in our runs -
the implementation of control strategy improved system measures
across the board, while only the magnitude (not the trend) is subject

to the type of control strategy.
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Chapter 6 : Conclusions

6.1 Summary

Computer simulations became the primary tool in recent years for
evaluation and analysis of traffic planning, control and design.
Simulation models follow the dynamics of the traffic system and allow
the stochastic representation of complex problems. The complex,
dynamic and extensive nature of public transport system calls for the
development of transit simulation models. A classification of the transit
simulation concluded that most of the research efforts in modelling
public transport and APTS have concentrated on microscopic
simulations. In addition, The few attempts to use a mesoscopic
simulation that will enable large-scale applications were limited

adjustments or enhancements.

Our approach was to develop a useful evaluation tool for transit
operations that will enable system-wide representation and the
representation of APTS applications with a modular structure.
Therefore, the primary objective of this study is to develop a
mesoscopic simulation model for transit operations with APTS
applications. A framework for the representation and integration of the
transit system components (BusMezzo) within Mezzo, a mesoscopic
traffic simulation, was developed. The framework was developed in an

object-oriented programming (OOP) manner.

BusMezzo represents schedules, driving rosters, boarding and alighting
processes, passengers left behind, dwell time, layover and recovery
time and trip chaining. It capabilities as an evaluation tool of transit
operations planning and control had been demonstrated with an

application to a real-world high-demand line in the Tel Aviv
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metropolitan area that included the implementation of real-time
holding control strategies. The simulation enables analysis on different

aggregation levels for various scenarios.

The main finding from the case study is that BusMezzo has the
capability to reconstruct phenomenon as propagation of headway
variability and the descent of on-time performance along the route,
bus bunching and the relation between headway variability and
demand level. The holding control was found to improve system level
of service measures across the board at all demand and variability
levels scenarios. Headway-based control was more efficient in
improving service regularity, while schedule-based control had higher

schedule adherence.

6.2 Further research
This study had tried to contribute to the body of knowledge in the

transit simulation field. Many interesting aspects remained to be
researched. Those aspects can be divided into two parts: model

enhancements and applications.

Enhancements

The current BusMezzo simulation model can be enhanced in order to
enable further applications. Passenger demand is represented in the
most detailed level that represents passengers in terms of flow,
without representing individual passengers. A recommended further
research will introduce detailed representation of passenger demand
and behaviour into BusMezzo. A passenger object will include the
passenger attributes and preference to allow mode choice, including

transfers. Moreover, passenger demand could be expressed in terms of
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OD pair (instead of a pair of stops) to allow also the choice of bus

stop.

As demonstrated in the case study, BusMezzo has the capability to
simulate holding strategies, including strategies that require real-time
information. Future enhancements may allow the implementation of
additional APTS applications. The modelling of transit signal priority,
one of the most popular APTS applications (FTA, 2000), will allow the
evaluation of different priority strategies. Another interesting APTS
application is skipping stops by expressing, deadheading or short-
turning. Modelling of these strategies has to include a mechanism of
benefit calculation, in order to consider the benefits for the passengers
on-board compared with the damage for the passengers in skipped
stops. Of course, both applications - signal priority and skipping -
assume AVL systems and may use also data from Automatic Passenger
Counters (APC).

BusMezzo allows flexibility in determining travel time variability. In
case that detailed background traffic data (OD matrix) is not available
or not important for the evaluated application, it is possible to
generate travel times according to a lognormal distribution with given
parameters. Currently, the simulation assumes independence between
links' travel time. This assumption is not realistic, since traffic
conditions, and therefore link travel times, are affected by adjacent
links. A further research can implement dependence between link

travel times under various traffic conditions and link connections.
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Applications

The case study that was presented in Chapters 5 and 6 was based on
a real-world data on a high demand bus line and included the
implementation of holding control strategies. The simulation is yet to
be tested on a realistic system-wide network as a metropolitan
system. In addition, a validation research can compare the evaluation
of holding strategies by the simulation to field data on control

consequences.

Regarding holding control strategies, it is assumed that schedule-
based holding and headway-based holding suits different frequencies
(e.g. Abkowitz and Engelstein, 1984). Intuitively, headway-based
holding suits best short and uniform headways, while a service with
long and irregular headways would benefit more from a schedule-
based holding. This assumption can be tested by simulating various
frequency scenarios in order to find the threshold frequency. It should
be noted that the number of boarding passengers should be adjusted
for long headways service, when passengers tend to time their arrival

according to the schedule.

The calibration of transit mechanisms is one of the research interests
for the public transport authority to be established in the Tel-Aviv
metropolitan. BusMezzo simulation can be applied as a calibration tool
for transit mechanisms as dwell time, running time and recovery time
parameters. The calibration may compare simulated values to AVL and

APC field data, which is widely available.

Finally, the various components of the holding control strategies can

be tested by using BusMezzo simulation. The number of time point
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stops, their location and the size of the minimal headway or slack size
are possible subjects for future applications. Although all of the
reviewed studies in the field (Section 6.2) assumed that the holding
expression equals the holding criterion, there is no theoretical
constraint for this identity. For example, one might suggest that the
holding criterion for headway-based control would be separated from

the value of the minimal headway.
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Appendix A - Mezzo Object Model (simplified)

| Eventlist

DAction ODAction
Add_event(time)
execute() execute() Next(time)
Has
Connects ) Has Schedulesl J}calls
. itself
Link 9 Node ODpair )
Action
Length
Nr_lanes
| /\ | C| | HasO Virtual execute ()
Full? . . . . .
Empty? Junction || Destination || Origin Q
Enter_veh
i Has T
gtﬁ;:;h TurnAction
Has
Hist_travel time - Has 5
Curr_travel_time Turning O————— Server [ xecute ()
movement
T — /\
Conflicting
Has Has Simple Signal- Uncon-
| Speed/density fixed controlled | trolled
function Mu_rate
Viree Sd_rate
Q Vmin
Romax
Has
Capacity (length)
Enter_veh (veh)
Exit_veh () Speed (densit
Full? peed (density)
Empty?
——— ¢ Vehicle
Has
Consists_of L th
eng
Type
Route Follows EXE time

Length ()
Hist_travel_time ()
Curr_travel_time ()
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Appendix B — Object model notations

This object model shows the general structure of the classes in
BusMezzo. This graphical presentation is part of the Unified Modelling
Language (UML), which is a common standard in computer science
(Burghout, 2004).

The following legend should be used for UML Object Models:

VEHICLE | Object Class in general MEZZO

] }
BUS ROUTE 11— | The type of object class in BusMezzo

*Route ID
*List of links

—_—]

The characteristics of object class

A Subclass (i.e. a BUS VEHICLE is a subclass of a VEHICLE)

has 1 to 1 relationship between Object Classes (a BUS LINE
has 1 BUS ROUTE)

lhas 1 to Many relationship between Object Classes (a BUS
LINE has many BUS TRIPs)
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Appendix C - Classes relations

BusMezzo object classes are completely integrated into Mezzo. Each
class object has a network of interactions with other related objects.
There are two types of class relations:

(1) Inheritance - The object type that inherits, shares all the
characteristics of the object that is been inherited. In
addition, it includes definitions of additional unique
characteristics and functions.

(2) Reference - Objects are related to each other by pointers

or function calls.

Each object in BusMezzo has relations with several other objects.
'Doxygen’, free software available on the net, documents C++
programs and generates relations diagrams. Figures B.1-B.3 presents
the class reference for BUSROUTE, BUS and BUSLINE, respectively.
The diagram includes all direct inheritance and references relations. In
order to be informative and convenient at the same time, some

remote relations may be omitted, as marked by red frame.

| Destination | [ Clrigin |

X A

vdestination ‘origin
W f
Y {

Foute

|

Busroute

Figure C.1: BUSROUTE class relations
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QDpair Route Link

x § 7
* odpair route | “curr_link
LY | F
Sy L ra
“ehicle
Bus

Figure C.2: BUS class relations

BUSROUTE, BUS and BUSLINE inherit from general objects in Mezzo,
ROUTE, VEHICLE and ACTION, respectively. Each of the prototypes
refers to few fundamental characteristic: fixed - as ORIGIN in the case
of ROUTE, or VTYPE (which stands for vehicle types) for BUSLINE, or
dynamic - as LINK in the case of BUS or ODpair for BUSLINE.

Action Randam Destination Crigin
I X xR
random / ~ destination Jorigin |
i \ p ~ 4 [
! i / ~ L !
DDaction Wiypes random p “ destination Grid Route /origin
| / p #
If . * . * 1 r _ _z P
"'odaction ~ odpair v wtypes . d _ - grid s
R*—uﬂ_\_\\_ | Fa J_,___""_-.d-—— N
- _ gy 1T
- = — | QDpair Yiype Busroute

" 1 i

vodpair stype < busroute
% I -~

A i -
Busline

Figure C.3: BUSLINE class relations
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Legend:

Busroute

Route

Busline

 ———

The class for which the graph is generated
A related class

A related class for which not all relations are shown

Inheritance relations

Reference relations, when the class is contained by

another class. The arrow is labelled with the variable

through which the pointed class is accessible.
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Appendix D - Input Format

The transit network is defined by six additional input sections: bus
stops, bus lines, bus routes, bus trips, bus vehicles and passenger
demand. The input format was designed in the same manner as the
existing MEZZO input files.

The following example network is used to demonstrate the transit-
related input files. The network includes two service lines: the red line
with 5 stops and the blue lines with 6 stops. One stop, "Ziv Plaza",
functions as a transfer stop. In addition, there are two deadheading

routes, presented in black.

17

| 15
!

13

14

20 19
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Legend:

Bus terminal
Ramat
Sapir Bus stop

Bus route

Link number

The published schedule between 8:00 a.m. and 9:00 a.m. is as

follows:
Line 1 ("South Cross")
Sport Ramat Ramat Ziv Pinsker Bay
Hall Sapir Hen Plaza 19 C.B.S
8:00 8:02 8:06 8:11 8:15 8:20
8:15 8:17 8:21 8:26 8:30 8:35
8:30 8:32 8:36 8:41 8:45 8:50
8:45 8:47 8:51 8:56 9:00 9:05
Line 2 ("Newe Shaanan")

Grand | Hanita 6 Ziv West | Technion
Mall Plaza Gate
8:00 8:02 8:08 8:11 8:15
8:30 8:32 8:38 8:41 8:45
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D.1. Bus stops
This section defined the physical characteristics of each bus stop. The

definition of bus stops has the following form:

{ Stop_ID Stop_Name Link_ID Position Length
Type Minimal_dwell_time b

Where:

Stop_ID A unique identification number integer

Link_ID The identification number of the link on | integer

which the stop is located

Position The position of the stop, as distance in | double

meters from the upstream node

Length The available space in the stop, in|double
meters
Type 0 for in-lane stop and 1 for bay stop binary

Minimal_dwell_time | Constant minimal possible dwell time | double

per stop

Example:

Busstops: 10

{ 1 Sport_Hall 1 0.0 16.0 1 50 3}
{ 2 Ramat_Sapir 2 28.7 12.0 0 0.0 3}
{ 3 Ramat_Hen 3 115.0 12.0 0 0.0 3}
{ 4 Ziv_Plaza 4 82.5 24.0 1 50 3}
{ 5 Pinsker_19 6 34.2 12.0 0 0.0 7}
{ 6 Bay_CBS 7 345.0 36.0 1 10.0 }
{ 7 Grand_Mall 8 0.0 15.0 1 5.0 }
{ 8 Hanita_6 9 187.6 12.0 0 0.0 }
{ 9 West_Gate 13  256.3 9.0 1 0.0 7}
{ 10  Technion 14  321.3 18.0 1 10.0 }
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D.2. Bus lines

The line is defined by OD pair, reference to the route in terms of links,

a sequence of bus stops and a sub-set of time point stops. The

definition of bus lines has the following form:

{ Line_ID Line_Name Origin_ID Destination_ID
Route_ID Vehicle_Type_ID Number_of Stops {
Stop_ID1 Stop_ID2 .. s s
Number_of_Time_Points { Time_Point_ID1
Time_PointID2 ... >

b

Where:

Line_ID A unique identification number integer

Line_Name A descriptive name string

Origin_ID The ID of the origin node integer

Destination_ID The ID of the destination node integer

Route_ID The ID of the bus route integer

Vehicle_Type_ID | The ID of the required bus vehicle type integer

Example:

Buslines: 4

{ 1 South_Cross 1 2 1 1 6 { 1
2 3 4 5 6 ) 1 { 4 >

¥

{ Newe_Shaanan 3 4 2 1 5 { 7
8 4 9 10 } 1 { 4 ¥

b

{ 3 Deadheading_23 2 3 3 1 0 { >

¥

{ 4 Deadheading_41 4 1 4 1 0 { > r
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D.3. Bus routes

The definition of bus routes, in terms of links, has the following form:
{ Route_ID Origin_ID Destination_ID Number_of_Links
{ Link_ID1 Link_ID2 .. )3

Example:

Busroutes: 4
{ 1 1
{ 1 2 3 4 5 6 7 3

15 16 17 }

18 19 20 21 1}

D.4. Bus trips
Bus trip, also known as bus run, storages the schedule information.
The definition of bus trips has the following form:
{ Trip_ID Line_ID Dispatch_Time  Number_of_Stops
{ Stop_ID1 Departure_Time }
{ Stop_ID2 Departure_Time }

{ . . b
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Where:

Trip_ID A unique identification number integer
Dispatch_Time | Dispatching time from origin terminal as | double
appears in the schedule, in seconds from
the beginning of the simulation
Departure_Time | Departure time from bus stop as appears | double

in the schedule/operator, in seconds from

the beginning of the simulation

Example:

Bustrips: 8
{ 1

AN AN AN AN A A
A U A W N R

A U A W N = =

AN N AN A A AN

~
~ W
l—l.

0.0

0.0
120.0
360.0
660.0
900.0
1200.0

N e s = o)

900.0

900.0

1020.0
1260.0
1560.0
1800.0
2100.0

N e s = o)

1800.0
1800.0

(0)}
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AN AN A A AU B T S S S T N N N

B T N SO SO S o)

ua A W N B N A U1 A W N B A U1 A W N

u »h W N = N

1920.0
2160.0
2460.0
2700.0
3000.0

2700.0
2700.0
2820.0
3060.0
3360.0
3600.0
3900.0

0.0
0.0
120.0
480.0
660.0
900.0

1800.0
1800.0
1920.0
2280.0
2460.0
2700.0

1200.0

N e e I ¢ N L s o) N e e

N e e I ¢
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{ 8 4 900.0 0

D.5. Passenger demand

Demand data includes the demand to board and alight in each bus
stop for every bus line. The definition of passenger demand has the
following form:

{ Stop_ID Line_ID Arrival_Rate Alighting_Fraction

¥
Where:

Arrival_Rate The expected value of the number of|integer

passengers that arrive in an hour

Alighting_Fraction | The probability that a passenger on- | double,
board will alight between
0and 1

Example:

Passenger_rates: 11

{ 1 1 50 0.0 }
{ 2 1 20 0.2 }
{ 3 1 16 0.1 3}
{ 4 1 64 0.5 }
{ 4 2 34 0.6 }
{ 5 1 20 0.2 }
{ 6 1 0 1.0 }
{ 7 1 24 0.0 }
{ 8 1 15 0.3 }
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{ 9 1 10 0.15 }
{ 10 1 0 1.0 }

D.6. Bus types
This section defined the physical characteristics of each bus type. The

definition of bus types has the following form:

{ Bus_Type_ID Bus_Type_Name Length
Number_of Seats Capacity }
Where:
Bus_Type_Name A descriptive name string
Capacity Maximum possible occupancy: | integer

sitting and standing

Example:

Bustypes: 1
{ 1 Urban 12.0 388 62 }

D.7. Bus vehicles

Bus vehicle storages the driving roster information. The definition of
bus vehicles has the following form:

{ Bus_Vehicle_ID Bus_Type_ID Number_of_Trips

{ Trip_ID1  Trip_ID2 .. 3
¥
Where:
Bus_Vehicle_ID | a unique identification number integer
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Example:

Busvehicles: 4

{ 1 2
{

¥

{ 2 2
{ 5

¥

{ 3 2
{

¥

{ 4
{ 4

¥
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